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ABSTRACT

Understanding consumer behaviour in online environments is the basic factor to build an effective consumer-retailer relationship structure. The purpose of this study is to explore the influences of different values and concerns affecting search and purchase intentions of consumers and to build an integrated model, which could explain the purchase intentions of consumers in Turkey, where the majority of the population is under the age of 30. An integrated model of motivation and concern factors on the online shopping is developed to test the causal effect variables. Current study points out that hedonic value is a determinant of the consumer intention to search and purchase. Search intention has a direct impact on purchase intention. Utilitarian value does not have a significant impact on the search intention but it does have an important impact on the purchase intention. From the concern factors perspective, security has a significant impact on both search and purchase intentions, whereas there is no impact for privacy.
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INTRODUCTION

The development of the Internet has increased the popularity of online shopping (Lian & Lin, 2007). Online shopping has become the third most popular Internet activity, following e-mail using/instant messaging and web browsing (Li & Zhang, 2002). The rapid diffusion of computer and information technologies throughout the business and consumer communities has resulted in dramatic changes. The application of the Internet for purchasing behaviour is a notable change in the way buyers and sellers interact. According to the data gathered by Interbank Card Center (BKM), the e-commerce volume increased to 989 million Turkish Liras in January 2010, which corresponds to a 46% increase with respect to the year 2009 (Interbank Card Center (BKM), 2010).

As of 31 December 2009, the population of Turkey is 72,561,312 with a population growth rate of 14.5 per thousand (Turkish Statistical Institute (TUIK), 2010a). It was also reported that half of Turkey’s population is younger than 29 years of age. According to these findings, it can be concluded that Turkey has a young population.

In April 2010, a research was conducted on the household use of information technologies in Turkey. It was reported that 41.6% of the households had access to the Internet, indicating a continuing increase with respect to previous years: 30% in 2009, 25.4% in 2008 and 19.7% in 2007 (TUIK, 2010b; 2009; 2008; 2007). A summary of Internet use according to the age groups is given in Table 1. The remarkable increase in the Internet use each year in the young population is worth noting.


Table 1
The percentage of individuals’ internet use according to the age group* in the first three months**



	Age groups
	2008
	2009
	2010



	16–24
	54.8

	59.4

	62.9




	25–34
	41.4

	45.1

	50.6




	35–44
	29.3

	30.2

	34.7




	45–54
	19.4

	18.6

	22.4




	55–64
	  6.9

	  6.2

	  7.8




	65–74
	  1.6

	  2.0

	  2.7





* 16–74 years old

** January–March

According to Nielsen’s Global Trends in Online Shopping Report (2010), 79% of online European consumers plan to purchase goods or services via the Internet in the next six months while 84% of Brazilian online consumers intend to shop online in the next six months. According to TUIK’s Information and Communication Technology Usage Survey In Households and Individuals Report (2010, 2009, 2008), in Turkey, 15% of individuals purchased goods or services over the Internet in 2010, which is a significant increase when compared to the previous years (11.8% in 2009, 11.6% in 2008). Considering the trends in the intentions to shop online in the world, it can be suggested that there is a considerable potential for increase in online shopping in Turkey.

The growth of online shopping has generated considerable interest among academic researchers. In particular, researchers have begun examining the impact of motivations of Internet shopping on consumers’ intentions (To, Liao, & Lin, 2007), motivations and concern factors for Internet shopping (Suki, Ahmad, & Thyagarajan, 2001) and the effects of utilitarian and hedonic online shopping values on consumer preference and intentions (Overby & Lee, 2006). From other perspective, Vijayasarathy (2004) explained consumer intentions to use online shopping and described ease of use, privacy and security according to technology acceptance model. In addition, Miyazaki and Fernandez (2001) studied consumer perceptions of privacy and security concerns for online shopping.

The increasing Internet use, especially in the younger age groups (younger than 34 years of age), introduces potential consumers for online shopping in Turkey. The fact that the majority of the population belongs to that particular age group makes it essential to determine the purchase intentions of Internet users, especially the ones belonging to this age group. Although Turkey has a considerable potential for online shopping, sadly, information pertaining Turkish Internet users’ motivation and concern factors with respect to online shopping is lacking. The current research is carried out in order to explore consumer motivation and concern factors to provide valuable information for online marketers and further studies.

LITERATURE REVIEW

Research on Motivation and Concern Factors

Online shopping behaviour refers to the process of purchasing products or services via the Internet (Li & Zhang, 2002). When someone feels the need to acquire a product, the person goes shopping; but shopping does not only occur to acquire a product. There are more reasons or needs why an individual can decide to go shopping. These reasons or needs are called shopping motivations (Jansen, 2006).

Tauber (1972) was the first researcher explored shopping motivations. He indicated that shoppers are motivated by a variety of psychosocial needs. These motives can be classified into personal (i.e., role playing, diversion, self-gratification, learning about new trends, physical activity and sensory stimulation), and social motives (i.e., social experiences, communication with others, peer group attractions, status and authority, and pleasure of bargaining) (Tauber, 1972). Eastlick and Feinberg (1999) proposed that shopping motives comprise functional and non-functional motives. Functional motives refer to tangible attributes such as convenience, variety and quality of merchandise, and physical facility. Non-functional motives include social needs for interaction with other people. Rohm and Swaminathan (2004) studied the development of a typology of online shoppers based on shopping motives. It was reported that shopping motivations in the generic grocery context can be distilled into shopping contexts; namely overall savings, convenience, information seeking, social interaction, and shopping experience. In addition, Shang, Chen and Shen (2005) explained extrinsic motivations versus intrinsic motivations for consumer from online shopping perspective and To et al. (2007) investigated the Internet shopping motivations from utilitarian and hedonic perspectives.

Along with motivation factors, there are also various concern factors. Internet shoppers feel uncomfortable giving their card numbers and personal information because they are concerned that this information may be used for some malicious purposes. Security and privacy are very important factors for Internet shoppers’ adoption to electronic commerce (Suki et al., 2001). At the same time, privacy and security play a significant role in the development of online shopping (Miyazaki & Fernandez, 2001). Suki et al. (2001) considered motivation and concern factors from Malaysian perspective. It was reported that privacy is the most significant concern factor to shop online. Miyazaki and Fernandez (2001) studied consumers’ perceptions of privacy and security concerns for online shopping and they associated Internet experiences and purchasing rate.

Utilitarian and Hedonic Value

Utilitarian motivation has been characterised as task-related and rational and related closely to whether or not a product acquisition “mission” was accomplished (Arnold & Reynolds, 2003). In the utilitarian view, consumers are concerned with purchasing products in an efficient and timely manner to achieve their goals with minimum irritation (Childers, Carr, Peck, & Carson, 2001).

Utilitarian value is defined as an overall assessment (i.e., judgment) of functional benefits and sacrifices (Overby & Lee, 2006). Utilitarian shopping value occurs when consumer obtains the needed product, and this value increases as the consumer obtains the product with less effort (Lee, Kim, & Fairhurst, 2009). The same study categorizes the utilitarian value of Internet shopping based on cost saving, convenience, selection, information availability, lack of sociality and customised products or services.

From the other perspective, hedonic value is defined as an overall assessment of experiential benefits and sacrifices, such as entertainment and escapism. Consumers usually consider shopping as an activity, rather than a task to be completed (Overby & Lee, 2006). Babin, Darden and Griffin (1994) defined hedonic shopping value as perceived entertainment and emotional value provided through shopping activities. From the perspective of hedonic value, that study categorizes the hedonic value of Internet shopping as adventure/explore, social, idea, value, authority and status.


Privacy

Personal information privacy is defined as the ability of the individual to personally control information about one’s self (Lallmahamood, 2008). Suki et al. (2001) stated that consumers give their detailed personal information to retailer but they remain concerned about the possibility that retailers may violate their privacy when they collect this information. These concerns are acute for online costumers because they realise the extent of the information, which is susceptible to exploitation. In addition, retailers can collect information by placing cookies on visitors’ hard drives (Weitz, 2005). Their privacy concerns are related with “the unauthorized use of credit card numbers”, “their database may be sold to others”, “personal information may be shared with other businesses without their consent”, “Internet sellers may overcharge from ones”, “misuse of their personal information by Internet sellers” and “product purchased through Internet may be delivered to another person” (Suki et al., 2001).

Another view about the privacy is that the consumers called the privacy pragmatists are willing to provide some personal information based on an assessment of risks and benefits. These consumers believe that shopping online will not compromise their privacies (Vijayasarathy, 2004).

Security

Online shopping involves greater security concerns than traditional trading because buyers and sellers do not interact face-to-face and virtual environment allows high anonymity. Lian and Lin (2007) identified security concerns as a significant factor for shopping behaviour. According to Vijayasarathy (2004), security concerns are related with obtaining consumer data by a third party (e.g. hacker and identity thief) and it is defined as “the extent to which a consumer believes that making payments online is secure”.

Although consumer security concerns are decreasing, online retailers face increasing credit card frauds, therefore; online retailers use a variety of fraud management techniques, including using in-house or commercially available screens, requesting card verification numbers and checking orders with credit card authentication services (Weitz, 2005).

Search Intention

Janiszewski (1998) categorised search intention as goal-directed search and exploratory search. Goal-directed consumers search to collect efficient information while exploration-oriented consumers have no specific targets. They search for browsing product information and enjoy the searching process itself. If search intentions play a central role in predicting future purchasing intention, search attitudes could be a valuable research tool for predicting the probability of consumer purchasing on the online shopping (Shim, Eastlick, Lotz, & Warrington, 2001).

Purchase Intention

A person’s intention to revisit a website is considered to occur from his/her attitude towards using the technology involved in the site. Behavioural intentions associated with website usage are identified as: repeated purchases; repeated visits to the website; recommendation of website to others; and positive remarks or comments about the website (Hausman & Siekpe, 2009). Li and Zhang (2002) supported this identification by indicating that consumers’ intention to shop online refers to their willingness to make purchases in an Internet store. This factor is measured by consumers’ willingness to buy and to return for additional purchases. Online purchasing is reported to be strongly associated with the factors of personal characteristics, vendor/service/product characteristics, website quality, attitudes toward online shopping, intention to shop online, and decision-making.

RESEARCH MODEL

The purpose of this study is to explore whether motivation and concern factors of consumer influence search and purchase intentions. This study proposes an integrated model to explain the purchase intention of consumers (see Figure 1).

Jamiszewski (1998) categorised search behaviour into two broad types of behaviour: goal directed search and exploratory search. Consumers apply goal-directed search when they want to gather information more efficiently. In contrast, exploratory search occurs when consumers lack the motivation or experience needed to search efficiently. The enjoyment of that searching process is important as much as what they have found. Consequently, both utilitarian and hedonic value would influence search intention of Internet shopping. Based on this:

H1:    Utilitarian value has a positive influence on the search intention of Internet shopping.

H2:    Hedonic value has a positive influence on the search intention of Internet shopping.

Utilitarian consumer behaviour has been described as task-related and rational. Utilitarian shopping value might depend on whether the shopping trip was accomplished. For example, a woman has got a shopping list for Christmas and shopping is her work. This woman proclaims, “I found it sort of a chore this year trying to get everything done”. This shopper may find value only if the shopping chore is completed successfully (Babin et al., 1994). Based on this;

H3:    Utilitarian value has a positive influence on the purchase intention of Internet shopping.

From the other perspective, hedonic value is more subjective and personal than utilitarian value. Hedonic shopping value reflects shopping’s potential entertainment and emotional worth. According to Markin, Charles and Chem (1976), shoppers can provide hedonic value in many ways with or without purchasing. In other situations, the actual purchase act can produce hedonic value and may serve as the climax of the buying process (Babin et al., 1994). Based on this;

H4:    Hedonic value has a positive influence on the purchase intention of Internet shopping.

Besides shopping motivations factors, consumer concerns are also very important factors for online purchasing. The growing body of consumer-oriented Internet research is focusing on privacy and security concerns and these factors may play a significant role in development of online retailing. Many marketers believe that experience gained through simple usage of the Internet for non-purchase purposes such as information gathering and noncommercial communication will lead consumers to discover that privacy and security risks are exaggerated (Miyazaki & Fernandez, 2001). The majority of the consumers used the Internet to browse or search rather than actually purchase something (Suki et al., 2001). Based on this;

H5:    Security has a positive influence on the search intention of Internet shopping.

H6:    Privacy has a positive influence on the search intention of Internet shopping.

According to Lian and Lin (2007), online shopping involves greater security concerns than conventional trading because virtual environment and transaction security concerns significantly affect shopping behaviour. Besides, privacy is an important concern for online shopping. Suki et al. (2001) studied consumers’ concern factors and we can see from this study’s results that privacy is the most significant concern factor related to consumer’s decision to shop online. Based on this;

H7:    Security has a positive influence on the purchase intention of Internet shopping.

H8:    Privacy has a positive influence on the purchase intention of Internet shopping.

Shim et al. (2001) pointed out the relationship between pre-purchase search intention and purchase intention. According to results, search intention of Internet shoppers does have a positive influence on their purchase intention. Based on this:

H9:    The search intention has a positive influence on purchase intention of Internet shopping.
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Figure 1. Research model




RESEARCH METHODOLOGY

The variable measurement in the research model is derived from previous studies, and is modified according to the special conditions of Internet shopping. The measurement of utilitarian motivations is from the items developed by Overby and Lee (2006), Rohm and Swaminathan (2004), Suki et al. (2001) and To et al. (2007). The items of hedonic motivations are derived from the questionnaires of Arnold and Reynold (2003), Farag, Schwanen, Dijst and Faber (2007), Lee, Kim and Fairhurst (2009), Overby and Lee (2006), To et al. (2007) while search intentions are from Srinivasan, Anderson and Ponnavolu (2002). Purchase intentions follow the questionnaires by To et al. (2007) and Kim, Cho and Rao (2000) while the items of privacy are from Suki et al. (2001). The items of security are developed Kim et al. (2000), Lian and Lin (2007) and Vijayasarathy (2004). Adding questions obtained from the integrative review from the previous literature allows the development of a questionnaire that is suitable to the context studied.

Instrument Design

First of all, the subjects were required to answer the items of the questionnaire based on their most frequently shopped website. The questionnaire was divided into three parts. The first part was about subject’s personal information. The second part was to explore the relationship between the Internet usage and online shopping frequency. The third part included seventeen items to measure the utilitarian and hedonic motivations, security and privacy concerns of Internet shoppers. The third part adopted a five-scale Likert scale, with 1 representing total disagreement and 5 representing total agreement.

Respondent Profile

Respondents of this study are Internet users in Turkey who have Internet shopping experience. Respondents were not limited with age constraint. 500 questionnaires were distributed and 390 were received, of which 299 were valid. The valid response rate was 59.8%.

In order to be able to make sound statements about the purchase intentions and shopping motivations of the Internet users in Turkey, the majority of the respondents were under the age of 34 (66.2%). Among the respondents, there were 133 females (44.5%) and 166 (55.5%) males; 142 (47.5%) were married, 152 (50.8%) were single and 4 (1.3%) were divorced, separated or widowed. There are 229 (76.6%) respondents who had bachelor’s or higher degrees and 70 (23.4 %) of the respondents had less than a 4-year degree. The majority of the respondents (52.8%) were in 25-34 age category, while approximately half of them (44.9%) indicated an income of 1000 TL-2000 TL. More detailed information about the frequency distribution of respondents on key demographics is presented in Table 2.

All of the respondents (100%) had used the Internet, and 79.9% of them had been using it for 4 years or more. A sizable number (62.6%) of respondents indicated that they had shopped on the Internet 1 to 5 times in the past 12 months.


Table 2
Frequency distributions of respondents’ demographics
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DATA ANALYSIS AND RESULTS

In order to assess convergent and discriminant validities, the 33 items used to measure six research variables were subjected to principal components analyses with varimax rotation. The Kaiser-Meyer-Olkin measure of sampling adequacy was 0.906, confirming the appropriateness of proceeding with the analyses. All of the items were found primary loadings. The results, which identified six factors and cumulatively explained 71.93% of variance, are shown in Table 3.


Table 3
Results of principal components analysis
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Table 4
Correlation matrix and reliability analysis
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Pearson correlation coefficient and Cronbach’s alpha indicator is given in Table 4. Cronbach’s alpha indicator was used to assess the initial reliability of the scales, considering a minimum value of 0.7 (Cronbach, 1970; Nunnally, 1978). Alpha values of all factors in Table 4 are above the minimum alpha value and these results demonstrate that both items have acceptable reliability. Multiple regression analysis was used in this study to test the hypothesized relationships. As can be seen in Table 5, hedonic value and security has positive influence on search intention and utilitarian value, privacy has no causal relationship with search intention (p < 0.05). On the other hand, utilitarian value, hedonic value, security and search intention have positive influence on purchase intention on Table 6 (p < 0.05). Therefore, hypothesis H2, H3, H4, H5, H6, H9 are supported and H1, H7 and H8 are rejected as can be seen Figure 2.


Table 5
Regression analysis for search intention



	Independent variables
	β
	Sig.



	Utilitarian value
	0.037

	0.543




	Hedonic value
	0.341**

	0.000




	Security
	0.178**

	0.009




	Privacy
	0.100

	0.097




	
	R2 = 0.191

	



	
	F = 17.329

	



	
	Sig. = 0.000

	



Dependent Variable: Search intention

** p < 0.01; * p < 0.05


Table 6
Regression analysis for purchase intention



	Independent variables
	β
	Sig.



	Utilitarian value
	0.416**

	0.000




	Hedonic value
	0.109*

	0.021




	Security
	0.239**

	0.000




	Privacy
	–0.056

	0.226




	Search intention
	0.18**

	0.000




	
	R² = 0.519

	



	
	F = 63.333

	



	
	Sig. = 0.000

	



Dependent Variable: Purchase intention

** p < 0.01; * p < 0.05.
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Figure 2. Relationships supported by empirical study



The study shows that factors influencing search intentions are led by hedonic value and security (judging by the level of standardised path coefficient). The factors influencing purchase intentions are utilitarian value, hedonic value, security and search intention accordingly.

Finally, while the combined effect of hedonic value and security value achieved 19% of variance on search intention (R² = 0.19), the effect of utilitarian value, hedonic value, security and search intention achieved 52% of variance (R² = 0.52). The measures of the R² shows that the model has sufficient explanatory power and therefore could predict Internet shopping motivation and concern and purchase intention adequately.


CONCLUSION

Utilitarian and hedonic motivations were applied to shopping motivations for online shopping by To et al. (2007). While the study provided comprehensive information about utilitarian and hedonic shopping motivations, concern factors affecting online shopping were not investigated. Similar to the present study, Suki et al. (2001) applied both motivation and concern factors for Internet shopping based on Malaysian consumers. This study investigates both shopping motivations and concern factors for online shopping in Turkey.

TUIK’s annual population reports point out that Turkey has a young population. Furthermore, in 2010, a research was conducted on the use of information and communication technology in Turkey. It was reported that, there is an important increase in the use of information and communication technology in Turkey and the young population has an important role in that increase (TUIK, 2008; 2009; 2010b). According to these findings, considering the young population and the increasing trend in the technology use, it is apparent that Turkey has an important potential for online shopping. This study aims to provide a reference for this developing sector by identifying the effects of concern and motivation factors on search and purchase intentions.

This study empirically validates that Internet shoppers purchase for both utilitarian and hedonic values but they avoid online shopping when they have personal security concerns. The results obtained in this study are not in accordance with that of Jamiszewski (1998) and To et al. (2007) in terms of the influence of shopping motivations on search intention. Both studies suggest that search behaviour is both goal and exploration oriented. However, according to the results of this study, utilitarian value does not drive search intention while hedonic value does. Consumers in Turkey enjoy the exploration activity and emphasize more on the searching process itself rather than what is acquired. In other words, they search the Internet for hedonic values such as adventure/explore, social, idea, value, authority and status.

When the effects of utilitarian and hedonic values on purchase intention are considered, it is evident that both utilitarian and hedonic values have important impact on purchase intention. It should be noted that while hedonic value has important impact on both search and purchase intentions, its influence on search intention is stronger. In addition, although utilitarian value does not have an important impact on search intention, it influences purchase intention strongly (Figure 2). It was also shown that consumers that shop for utilitarian values tend to skip the searching step and proceed to purchasing directly. In contrast, consumers that shop for hedonic values are not as active in the purchasing step as they are in searching, because they consider gaining hedonic value that is attained during the searching activity more important.

The results indicate that search intentions trigger purchase intentions. This suggests that hedonic value also has an indirect effect on purchase intentions along with the direct effect. The hedonic value gained from searching and browsing web pages generates purchase intention. This finding was also supported by the study of To et al. (2007).

Horrigan (2008) reported that while the number of e-shoppers continues to grow, there is still widespread concern in the Internet population about the safety of financial and personal data online. According to KPMG International’s Consumers and Convergence IV Report (PMG International Cooperative, 2010), privacy continues to be an important issue. Even though consumers are increasingly willing to accept targeted personally identifiable information (PII)- based advertising, particularly in exchange for lower cost or free services and content, they also express more anxiety about data privacy. This paper reports that although online consumers are concerned about security, they do not have concerns about personal information privacy during online searching and purchasing processes. It is suggested that online consumers in Turkey may not have a concern about personal information privacy or privacy may not be an important concern for them to accept opportunity which is offered. On the other hand, Suki et al. (2001) suggested that privacy is the most significant concern factor related to consumers’ decision to shop online and security concern is one of the primary reasons hindering online shopping for Malaysian consumers.

In conclusion, utilitarian value directly triggers purchase intention. Consumers in Turkey wish to gain hedonic value by searching and browsing of web pages before moving into the purchasing step. In addition, search intention has a direct significant influence on purchase intention. From the concerns point of view, despite the increase in online shopping, security concern remains an important problem for the growing market and consumers in Turkey.

CONTRIBUTIONS AND DIRECTIONS FOR FURTHER STUDY

First, this study provides the list of motivations and concerns that Turkish consumers may have with shopping online. The list is comprehensive and may become the basis of further research on the search and purchase intentions of Turkish population. This paper also provides valuable information for online marketers who are interested in exploring the developing market in Turkey. This way, they can earn the confidence of their consumers and understand the behaviours of potential visitors. These findings can also prove useful for offline retailers who wish to offer their products and services through the Internet.

From these findings, efforts to improve the regulations in online retailing in a way to reduce the security concerns can be made. Online consumers with less security concerns would cause an increase in the number of purchases made online. In addition, government should also contribute by making the increment of the computer literacy rate as a priority for the creation of a well-educated population in this matter and therefore stimulating online shopping among Turkish citizens.
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ABSTRACT

Leadership is deeply attached to culture. This study compares leadership styles in Thai and Australian public sectors. The data were collected from staff in public sector settings in Australia and Thailand. The results confirm four leadership styles that suit the public sector culture in both countries: communication-oriented, strategic thinking and planning, relationship building, and conflict management. In the Thai public sector system, leadership that focuses on goal orientation is ranked most highly: Australian public sector organisations focus on leadership that fosters equity among organisational members, creates a supportive environment in the workplace, and facilitates participation. It is evident from this study that significant distinctions between the organisational cultures of Thailand and Australia are matched by marked dissimilarities of preferred leadership styles. Thus, an understanding of local organisational culture is important for effective leadership at all levels.
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INTRODUCTION

Modern organisations are complex and require flexibility in leadership and management. Leadership is dynamic, and is built by means of an ongoing process requiring considerable time and organisational resources and culture (Fleishman, Mumford, Zaccaro, Levin, Korotkin, & Hein, 1991; Wiersemama & Bantel, 1992). Previous studies on leadership and organisations affirm leadership’s significant role in steering organisational culture and organisational change (Rymer, 2008). Conversely, organisational culture is pivotal in shaping leadership styles (Pors, 2008). Studies over the past four decades demonstrate the profound impact of organisational culture on the success or failure of an organisation’s leadership, and that organisational culture and leadership are intertwined (Schein, 1992; Denison, 1996; Ogbanna & Harris, 2002; Pors, 2008). The key challenge for modern organisations is to understand the strong influence of organisational culture on leadership styles and its direct and indirect effects on individual members of organisations. The complication of understanding leadership and the measurement of competency of leaders are reported as key factors contributing to slowness in organisational development (Yoon, Donahue, & Woodley, 2010).

Ogbonna and Harris (2002) proposed that researchers in management science and organisational studies should investigate, through comparative studies, the links among culture, organisations, human relationship and leadership. Previous studies, which attempted to identify the relationship between organisational culture and characteristics of leaders, have used narrow and similar cultural lenses.

Trompenaars and Wooliams (2003) found sufficient variation within any one country to know that is very risky to speak of national, corporate or even functional culture in terms of simple stereotypes. Cultural differences are caused by differences in values (Dubrin & Dalglish, 2001). Leadership varies from culture to culture but being value-based, there is strong continuity within each society (Dubrin & Dalglish, 2001). Comparative study, therefore, can help organisations to understand the nature of leadership in each cultural context.

In addition, a study of international management from the perspective of not-for-profit organisations does not sufficiently elucidate these links (Rymer, 2008; Rojanapanich & Pimpa, 2011). Literature on cultural studies (i.e. Hofstede, 1984; Trompenaars & Wooliams, 2003; Trompenaars & Hampden-Turner, 1997) identifies strong relationships between society, people, values and the institutions where they belong. Thus, leadership styles vary from place to place, according to local cultures and societal impacts. The level and degree of influence can be different from culture to culture, and the rest depends on various local cultural factors (Hofstede, 1984; Hofstede & Hofstede, 2005).

Leaders in the public sector have a major impact on the formation of organisational culture and staff effectiveness. Despite the disparate nature and structure of governmental and for-profit organisations (Colley, 2001), it is apparent leaders’ values and beliefs form the key values of the organisation in both sectors. Ogbonna and Harris (2000) proposed that leaders from not-for-profit and for-profit organisations alike could embed and transmit organisational culture through different mechanisms, for example coaching and role modelling. To what extent can culture influence the nature of leadership in the public sector? In particular, when we view leadership in the public sector through different cultural lenses, what will we see as the implications for international leadership?


The Organisation for Economic Co-operation and Development (OECD, 2001) reported that most governments have adopted different approaches in the development of leadership in public sector. General trends of leadership development in international public sectors include developing comprehensive strategies (i.e. Norway, the U.K.), setting up new institutions for leadership development (i.e. Sweden, the U.S.), and linking the existing management training to leadership development (i.e. Finland). Leadership developmental strategies in public sectors confirm the important role of leadership in fostering the quality of governance in the public system. OECD also defines that culture plays an important role in all aspects of governmental leadership.

To confirm this point, a study by Trompenaars and Hampden-Turner (1997) shows differences between three levels of culture and how each cultural level influence leadership. At the highest level is the culture of a national or regional society. They also confirmed its relationship with leadership styles and approaches. More importantly, studies in leadership (i.e. Shahin & Wright, 2004; Wart, 2003) show strong relationship between culture and the way in which attitudes are expressed within specific organisation (or organisational culture). At a narrower level there is the professional culture where people with certain functions will tend to share certain professional and ethical orientations (Shahin & Wright, 2004).

This paper focuses on Thailand and Australia; two different countries in sociocultural and political backgrounds. Australia is described as a Western developed society where individualism, social equality and progression are seen as the social norm (Dorfman, 1996). In contrast, Thailand is perceived as a Buddhist, collectivistic and harmonious society (Edwards, Edwards, & Muthaly, 1995; Pimpa, 2009). Differences in these nations’ organisational cultures and leadership styles can be expected. This study investigates this notion.

LITERATURE REVIEW

Leadership and Culture in Public Sector

Wyse and Vilkinas (2004) propose that public sector executive leadership roles have not been explored independently of private sector roles. It is more common for private sector research and models to be adopted by the public sector with little or no modification for the public sector context, even though differences between public and private sector demands on executives are acknowledged (Colley, 2001). This may associate with insufficiency in understanding of leadership roles and effectiveness in public sector.


Different leadership theories have been adopted to describe and measure complicated leadership behaviour in various cultural contexts (Politis, 2001; Hooijberg & Choi, 2001). Traditionally popular was the duality model of leadership; one dimension concerned with people and interpersonal relations and the other with production and task achievement (Wright & Pandey, 2010). Recent studies tend to employ a multi-perspective approach to investigate and explain the complexities of leadership in public institutions (Bolman & Deal, 1991; Glickman & Sergiovanni, 2006; Wright & Pandey, 2010).

Of all leadership models in public institutions, Sergiovanni’s (1984) Hierarchy of Leadership Forces is one of the most adopted models in education and public sector. Sergiovanni (1984) identified and defined multiple school leadership dimensions as ‘leadership forces’ (leader and follower behaviours). The technical force describes the management functions espoused by the proponents of ‘classical’ management theory; for example, planning, organising, staffing, directing, coordinating, reporting and budgeting. The human force concerns the supporting of people, encouragement of professional growth, and the building of morale. This is similar to the management ideology of human relations. The human relations approach to management requires a ‘participatory’ or ‘democratic’ management style by managers who are skilled in working with people. Leadership styles that suite the nature of public sector organisation is not clearly defined in his work (Sergiovanni, 1999; 2001). The model confirms that public organisations require certain aspects of leadership that may differ from for-profit organisations.

Although Sergiovanni’s model proposes useful approaches in leadership for public sector, it fails to incorporate some important factors such as organisational culture and contexts, style and roles of leader. Organisational culture consists of ambient stimuli that are likely to prime role cognitions coherent with their content and direction (Cannella & Monroe, 1997). Research on national and organisational culture supports the importance of roles by demonstrating that culture influences the cognitive processes of individuals by intensifying the retrieval of perceptions consistent with the overall cultural values (Trafimow, Triandis, & Goto, 1991). This aspect, thus, require further investigation from the leadership’s perspectives.

Yukl (1994) proposed that ineffective leadership in any organisation seems to be the major cause of diminishing the organisation’s productivity and downward positioning of North American corporations on the international scale. It can be well-linked with organisational culture (Chia, 2002; Pors, 2008; Kefala, 2010). Indeed, leadership and organisational culture are purported to be tightly intertwined (Roberts, Ashkanasy, & Kennedy, 2003; Dorfman, 1996). Leaders must have a deep understanding of the identity and impact of the organisational culture in order to communicate and implement new visions and inspire follower commitment to the vision (Schein, 1992).

In the public sector context, literature in leadership emphasizes the influence and effectiveness of transformational (over transactional) leadership (Schein, 1992; Ogbonna & Harris, 2002; Hooljberg & Choi, 2001; Wart, 2003; Pimpa, 2010). Hooljberg and Choi (2001) also reported that monitoring and facilitating roles of leader in the governmental organisations have a stronger impact on perceived leadership effectiveness than the use of forces and power. They also reported that transformational leadership is slightly more important in terms of both perceptions of leader effectiveness and follower satisfaction in the case of public sector.

Wright and Pandey (2010) reported that the structure of public sector organisations might not be as bureaucratic as commonly believed in the literature. Some bureaucratic had little, if any, adverse affect on the prevalence or practice of transformational leadership behaviours. They also confirm in their study that there is no relationship between transformational leadership behaviours and organisational red tape (or other aspects of organisational culture), even though organisational hierarchy and inadequate lateral or upward communication were associated with lower transformational leadership.

It seems to be the pattern of research in public sector to investigate the concept of traditional leadership (transactional/transformational leadership, traits and behaviour in leadership) in a particular setting. The comparative aspect between public sector organisations in different cultural backgrounds is lacking. From the research perspective, the comparison of leadership styles and approaches will lead to a better understanding of the effects of local and organisational culture on leadership effectiveness in public sector.

Leadership Thai-Australian Styles

A previous study on Thai style leadership (Hallinger & Kantamara, 2001) indicates central-system leadership has remained powerful in the Thai public sector. Thailand is one of the countries in Asian of which Buddhism has deep roots in society. Harmony and peace are among key aspects in Thai life. An early study by Hofstede (1984) identifies four dimensions for which national cultures differ: Power Distance, Uncertainty Avoidance, Individualism-Collectivism, and Masculinity-Femininity. According to Hofstede’s cultural map, Thailand ranks highly for all four dimensions. Hallinger and Kantamara (2001) asserted that Thais are collectivists and leadership that moves toward the direction of group rather than the individual is effective in Thailand. In terms of goal orientation and leadership, Thailand is classified as a short-term goal society. Thais may prefer to look at planning as a short-term organisational strategy. Recent study on leadership in Thailand by Hallinger (2004) also indicates that Thai organisations may require leadership styles and practices that focus on personalities and traits of leaders.

Australian literature on leadership has tended to focus on leadership characteristics and styles (Rymer, 2008). Sarros (1992), a prominent scholar in this area, identified the relationship between the Australian concept of friend or ‘mateship’ as a major cultural factor determining Australian leadership style. Modern concepts of strategic leadership, vision or implementation began to affect Australian leadership at a later stage. Sarros (1992) also reported that many Australian managers identify adaptability as a key leadership trait. Roberts et al. (2003) reported in their study that Australian leaders are expected to be more socially-orientated and affiliate, and to place less emphasis on the work and/or outcome of the work. An interesting summary by Roberts et al. (2003) is:


Australia has been shown to have a very low Power Distance, stemming from the historical origins of Australia as a penal settlement. We therefore also expected to find in our analysis that the GLOBE data would reveal an emic leadership dimension interpretable as Australian egalitarianism.



Literature in public sector services in Australia illustrates that Australian public sectors appear to pay more attention to work in dynamic partnership with private and NGOs (Shergold, 2005). At the same time, Australian public sectors supposed to be responsive to community demands and have been placed under strict accountability regimes that demand almost excessive process requirements (Shergold 2005; Pimpa, 2010). Rymer (2008) also proposed that Australian organisations require different leadership approaches, due to the uniqueness of Australian culture and norms. This aspect of work certainly requires a new dimension of leadership.

Having established that the new aspect of leadership is required, little is known, however, about leadership style and culture within Australian and Thai public sectors. Previous studies in comparative leadership from the Australian and Thai perspective confirm differences in leadership styles and preferred leadership styles in different organisational cultures.

H1:    There are significant differences between Thai and Australian public sector officers regarding the perceptions of organisational culture.


H2:    There are significant differences in the perceived leadership styles between Thai and Australian public sector officers.

METHODOLOGY

The focus of this study is the effects of organisational culture on leadership styles in the Thai and Australian public sectors. A quantitative method is adopted to investigate the differences of organisational culture and leadership styles, and patterns thereof, for Thai and Australian public sectors. Lincoln and Guba (1985) suggested that quantitative methods should be utilised when the phenomenon under study needs to be measured, when hypotheses need to be tested, when generalisations are required to be made of the measures, and when generalisations need to be made that are beyond chance occurrences.

Sample

The participants in this study were 134 Thai and 110 Australian civil servants, working in various public education organisations. In Thailand, the data were collected from civil servants and teachers from district educational offices and public primary schools in Central and Eastern Thailand; 117 females and 17 males. The majority (88.1%) had been in the public sector system for more than 10 years. Permission to collect data in Thailand was granted by the Thai Office of the Civil Service Commission and the Ministry of Education.

In Australia, the data were collected from teachers and staff in public primary schools in the Western and Eastern suburbs of Victoria State. The participants consisted of 73 females and 37 males, and majority of them (73%) had been in the public sector system for five to seven years. Permission to collect this data was granted by the Victorian Department of Education and Early Childhood Development.

Instrument Development

The instrument was a questionnaire composed of three parts: the first part related to organisational culture in the public sector (25 items); the second part tapped into different leadership styles (32 items); while the third part related to participants’ demographic information (5 items). The organisational culture was developed from Hofstede’s culture dimensions (1984) model. Leadership style scales were developed from various leadership theories from Hofstede (1984), Sergiovanni (1984), Hallinger and Kantamara (2000), Roberts et al. (2003), Rymer (2008) and Rojanapanich and Pimpa (2011).


Reliability comes to the forefront when variables developed from summated scales are used as predictor components in objective models (Reynaldo & Santos, 1999). To verify the inter-item reliability of the instrument, Cronbach’s alpha was conducted. Alpha coefficient ranges in value from 0 to 1 and may be used to describe the reliability of factors extracted from dichotomous (that is, questions with two possible answers) and/or multi-point formatted questionnaires or scales (i.e., rating scale: 1 = poor, 5 = excellent). The higher the score, the more reliable the generated scale is. Nunnaly (1978) has indicated 0.7 to be an acceptable reliability coefficient but lower thresholds are sometimes used in the literature. In this case alpha coefficients higher than 0.7, demonstrated the high reliability of the instrument.

One of the ways in which to ensure acceptable content validity is to put it through a process of judgemental validation by experts in this area. This was done and, in this case, the experts were two academics in leadership and management, as well as two civil servants, one each from Thailand and Australia. They provided feedback that helped the researcher to reiteratively edit the questionnaire.

Data Analysis

Two types of statistics are adopted in this study. Descriptive statistics are used to identify general characteristics of the participants, degrees of organisational culture and leadership styles. Furthermore, researchers adopted inferential statistics to compare differences among Thai and Australian leadership styles. A t-test was conducted to compare differences between Thai and Australian civil servants in regard to leadership styles and organisational culture. Confirmatory factor analysis was also used to analyse groups of correlate variables representing leadership styles in Australian and Thai public sector.

RESULTS

The analysis of organisational culture of both the Thai and Australian public sectors indicates that all five dimensions of organisational culture for Thailand are stronger than for Australia. “Uncertainty Avoidance” has the highest rating for the Thai public sector. In contrast, of the five dimension ratings, for the Australian participants “Goal Orientation” is highest ranked. The results confirm the Thai public sector may resist change and accept people because of their position at the top of management hierarchy. In terms of collectivism, the results show that members of neither Thai nor Australian public sector organisations are highly collectivists. In nature, nevertheless, Australian public sector organisations are more individualistic than Thai counterparts. Both Australian and Thai public sector organisations are quite active and strategic in their operations. Regarding goal orientation, the findings show both Australian and Thai public sectors set long-term goals for their organisations. Table 1 demonstrates the comparisons between Thai and Australian public sector organisations.


Table 1
A comparison of organisational culture styles between Australia and Thailand



	Organisational Culture
	Thailand
	Australia
	t



	Uncertainty Orientation
	3.81

	2.92

	16.42**




	Power Orientation
	3.42

	2.31

	21.81**




	Group Orientation
	2.92

	2.14

	15.06**




	Gender Orientation
	2.35

	1.43

	11.97**




	Goal Orientation
	3.67

	3.53

	7.73**




**p ≤ 0.01

When the mean-scores are compared by means of a t-test, it is found that the nature of organisational culture among Thai and Australian public sector differ significantly in Uncertainty Orientation (t = 16.42, p = 0.00), Power Orientation (t = 21.81, p = 0.00), Group Orientation (t = 15.06, p = 0.00), Gender Orientation, (t = 11.97, p = 0.00), and Goal Orientation (t = 7.73, p = 0.00). The results confirm that local cultures, Thai and Australian, tend to have different effects on the national public sector system. Thus, H1 is accepted.

It is apparent that leadership styles are valued differently by public sector officers from Thailand and Australia. The Thai public sector prefers task-focused leadership, and gives high regard to leaders who assist and guide staff to focus on the task at hand. Public sector officers in Australia prefer supportive and participative leadership styles.

The analyses also confirm a number of differences in terms of leadership styles among Thai and Australian public sector organisations. With respect to participative leadership style, the results confirm a significant difference between Thai and Australian public sector organisations (t = -2.31, p = 0.02). Further analysis also confirms significant differences in leadership styles between Thailand and Australia in conflict resolution (t = 2.10, p = 0.03), task-oriented style (t = 2.52, p = 0.01), strategy-oriented style (t = -2.20, p = 0.03), supportive style (t = -2.32, p = 0.02), and relationship-oriented style (t = 3.89, p = 0.00). Thailand is much stronger than Australia in leadership style, which focuses on finding ways for conflict resolution, task-orientation and relationship building within an organisation. The Australian public sector, on the other hand, focuses on leadership that engenders participation and equity among members, strategic thinking, and supports companionship among organisational members (Table 2).


Interestingly, the analyses do not reveal significant differences between Thai and Australian public sector organisations in leadership styles that stimulate working closely with customers (customer orientation), communication quality among members in the organisation, and creation of organisational value. Table 2 illustrated the comparative scores for leadership styles.

Statistical differences between Thailand and Australia are demonstrated for six of the nine leadership styles analysed. These clearly indicate the disparate nature of organisational cultures of the two nations, and the need for public sector management and leadership in Thailand and Australia to suit the respective local cultures. Thus, H2 is accepted.


Table 2
A comparison of leadership styles between Thailand and Australia



	Leadership styles
	Thailand
	Australia
	t



	Participative style
	3.55

	3.74

	-2.31*




	Conflict resolution
	3.43

	3.26

	2.10*




	Task orientation
	3.82

	3.63

	2.52*




	Strategic thinking
	3.59

	3.74

	-2.20*




	Supportive style
	3.60

	3.76

	-2.32*




	Customer orientation
	3.60

	3.72

	3.45




	Relationship orientation
	3.50

	3.12

	3.89*




	Communication
	3.54

	3.44

	1.34




	Organisational value creation
	3.61

	3.34

	2.34




Note: p ≤ 0.01

Leadership Factors

In this part, researchers attempted to identify leadership factors from both Australian and Thai perspectives. The 32 items of the leadership style scale (part II in questionnaire) were subjected to principal component analysis (PCA). Prior to performing PCA, the suitability of data for factor analysis was assessed. Inspection of the correlation matrix revealed the presence of many coefficients of 0.03 and above. The Kaiser-Myer-Oklin value was 0.768, exceeding the recommended value of 0.6 (Kaiser, 1970). The analysis also shows that the Bartlett’s Test of Sphericity (Bartlett, 1954) reached statistical significance (0.01), supporting the factorability of the correlation matrix.

Principal components analysis revealed the presence of five components with Eigen values exceeding 1, explaining 44.19%, 17.40%, 4.63%, 4.03% and 3.84% of the variance respectively. An inspection of the screeplot revealed a clear break after the fourth component. Using Catell’s (1966) scree test, it was decided to retain four components for further investigation. This was supported by the results of Parallel Analysis, which also showed four components with Eigen values exceeding the corresponding criterion values for a randomly generated data matrix of the same size. The four-component solution explained a total of 66.28% of the variance. Oblimin rotation was performed to aid in the interpretation of the components. The rotated solution revealed the presence of simple structure, with four components showing a number of strong loadings and all variables loading substantially on a particular component.

The analyses from the component matrix also reveal that questions 54, 53, 57, 39, 35, 58, 55, 56, 52, 41, 49, 38, 51 and 50 are loaded on factor one. There are two groups of question loading on this factor: communication, knowledge and information management. Both groups are clearly inter-related, hence, this factor can be labelled as communication-oriented style.

Questions 33, 32, 34, 27, 36, 26 and 28 are loaded on factor two. All questions in this group are related to planning, idea generation, goal and task setting and process in strategy. This factor can be labelled as strategic thinking and planning style.

The third factor consists of questions 45, 46, 40, 42, 43 and 44. The first three questions are related to relationship with other stakeholders. Similarly, questions 42–44 focus on relationship with members in the organisation. This factor can be labelled as relationship-building style.

The final factor comprises question 30, 29, 31, 37. All questions in this group focus on building rapport within the organisation and finding resolutions for conflict among members in the organisation. This leadership style can be labelled as conflict management style.

These four components were supported by literature in this area such as Hallinger and Kantamara (2001), Colley (2001) and Wyse and Vilkinas (2004). In these literatures, communication, relationship, strategic thinking and ability to mediate situations in the organisation are mentioned as key leadership behaviours in both cultural contexts. What insufficient is the comparative aspects among organisations from various cultural backgrounds. The researchers decided to compare the four aspects of the leadership factors among officers of public sector in both countries. Hence, t-test analyses were conducted in order to compare the perceptions of government officers from Australia and Thailand were compared and presented in Table 3.



Table 3
A comparison of leadership styles between Thailand and Australia



	Leadership styles
	Australia
	Thailand
	t



	Communication-oriented style
	3.40

	3.34

	–0.23




	Strategic-thinking style
	3.42

	3.52

	1.80




	Relationship-building style
	3.21

	3.68

	–0.77*




	Conflict Management Sstyle
	3.33

	3.58

	0.59*




Note: p ≤ 0.01

The results show a significant difference among Thai and Australian preferred leadership styles on relationship-building style (t = -0.77, p < 0.01) and conflict management style (t = 0.59, p < 0.01), with Thai public sector officers show higher mean score than Australian in both styles. The findings from this study confirm that relationship building and conflict management are two key characteristics of preferred leader in the Thai public organisations. This finding can be related to the key characteristics of the Thais, conflict avoidance and prioritize personal relationship (Hallinger & Kantamara, 2001).

Australians were considered different to Thais across a number of leadership elements. Australians seem to prefer leaders who can propose strategic thinking and communicate well in the organisational environment. Previous Australian researchers examined this point from private and business organisations (i.e. Rymer, 2008; Ashkanasy, Trevor-Roberts, & Kennedy, 2003; Dowling & Nagel, 1986) and also confirmed that vision and strategic thinking are key characteristics of great leadership in the eyes of Australians.

DISCUSSIONS AND IMPLICATIONS

This study investigated two aspects of Thai and Australian public sector management: organisational culture and leadership styles. Findings from this study identify differences that are meaningful for those interested in international public sector management.

Organisational culture plays an important role in the effectiveness of all organisations (Pimpa, 2010). This study confirms local cultures in Thailand and Australia play a pivotal role in national public sector management. For the Thai public sector system, harmony and conflict avoidance are important, and are perceived as critical factors for the national public sector. These findings concur with previous studies (i.e. Hallinger & Kantamara, 2001; Rojanapanich & Pimpa, 2011) which examined the culture of Thai public organisations. The managerial implication for Thai organisational culture is the desirability of leadership that enhances harmony within the public sector system. This point is well-supported by this study’s findings on leadership styles. Thai public sector organisations tend to adopt task-orientated, supportive approaches and customer-orientated leadership styles. Leader who support their followers, focus on achieving the tasks and please the customers, are perceived by Thai staff as effective leaders in the public sector system.

In the Australian context, this study confirms the public sector system is low in power for “acceptance” compared to Thailand, but higher with regard to gender equity. In terms of goal orientation, members of Australian public system tend to look at long-term strategies and do not see change as a challenge to the organisation. The managerial implication for the Australian public sector is that strategic, participative and supportive leaders are generally preferred by staff. These points are well-supported by the analyses on leadership styles of this study.

In terms of local and organisational culture of Thai and Australian organisations, this findings diverge from those of previous studies which had identified Thailand (and organisations) as short-term and passive (Hofstede, 1984; Hallinger & Kantamara, 2000). This study, in comparison, found that organisations in the Thai public sector system are moving towards long-term planning and tend to focus on achieving goals and creating value in the organisation. This may be the consequence of public sector reform strategies implemented in Thailand since 2003 (Office of Civil Service Commission [OCSC], 2006) aimed at restructuring the governance system in the Thai public sector. Leadership is a key factor considered by the Thai Government in adopting reform strategies.

Supportive and task-oriented leadership styles are perceived as effective in both the Thai and Australian public sector systems. In fact, a number of studies on international management confirm that task-oriented, with strong support from leaders, seem to be the way to go in most of the world, not just Australia and Thailand.

The analyses of data also identify four major types of leadership styles that heavily influence the governmental organisations in Australia and Thailand. Leadership style that focus on communication, knowledge sharing, and dissemination of information among members in the organisation is rated highly in this study. One point that is important for followers is leadership styles that encourage communications at the multi-level dimension among internal and external members of the organisation. This point can be supported by the fact that governmental organisations are the composition of complexity. Organisational structure and hierarchy may impede the flow of communication among members. Thus, leadership style that stimulates intra-organisational communication is perceived as an effective style. As Rymer (2008, p. 119) suggested, “possibly it is an Australianism that leaders must articulate and simplify messages for staff.”

Leadership that focuses on strategic thinking and planning within the governmental organisations is significant. The results from this study confirm that followers in governmental organisations appreciate leaders who can craft strategies, identify the goal of the organisation and how to achieve them to the members, clarify strengths and weaknesses of the organisations, and identify alternative modes to achieve the objectives. Since governmental organisations in Australia and Thailand are goal-oriented in nature (see Table 1), it is important that modern public-sector leaders in both countries adopt the concept of strategic management to their organisations, to stimulate positive atmosphere among various stakeholders.

Leadership style that fosters personal and/or business relationship among stakeholders is rated highly among the participants in this study. This point is not new since a number of previous studies in organisational management confirm that good relationship among group members can influence group members on a number of positive aspects such as completion of the task effectively, level of satisfaction among members, and good health of the organisation.

The study also confirms the importance of leadership style that supports conflict management in public sector organisations in both countries. Leadership under this category is demonstrated by leaders who are open in discussion with staff members, agree to disagree and listen to different ideas from all staff members, discuss differences in values openly, and be honest to stakeholders and the community.

By comparing the results, it indicates a clear similarity between Australian and Thai public sector culture. Public sector organisations in both countries value leaders who focus on achieving task, can set common goals for the followers, and craft and implement strategies that support public services.

One important aspect is most leadership theories are from American perspectives. Leadership styles in Australia and South East Asian countries (including Thailand) are unique and should be treated as such by academics, leaders and leadership practitioners. American leadership theories should be tailored and modified to be applied effectively in the local organisational context.

Unequivocally, effective leadership is crucial in producing successful outcomes in the public sector, including for Thailand and Australia. Whether considering the influence of leadership on organisational culture, or vice versa, that constituting an “effective” leader differs considerably between the two nations. It is evident from this study that significant distinctions between the organisational cultures of Thailand and Australia are matched by marked dissimilarities of preferred leadership styles. Through the recognition of members of public sector organisations’ perceptions and expectations of leadership styles, and application thereof, those in positions of leadership at local, national and international levels are better primed for positive outcomes.
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ABSTRACT

Radio Frequency Identification (RFID) technology represents a common standard for data storage and retrieval that could improve collaboration and data sharing between non-competing organisations. With the advent of RFID, organisations have the opportunity to rethink how their organisation will operate and integrate in the supply chain. Especially for Small to Medium Sized Enterprises (SMEs), that they have limited resources adopting such an innovative technology (i.e. RFID) the adoption decision can be daunting. Literature indicates that SMEs that decide to go on with implementation have so far only a few guidelines from either private companies or public authorities regarding awareness on specific opportunities and risks. This research is therefore trying to explore in detail the factors that affect SMEs’ RFID adoption in the Taiwan Information Technology (IT) manufacturing industry. We are employing Exploratory Factor Analysis (EFA) techniques and utilising a questionnaire survey in order to collect and analyse our data. After classifying the responding SMEs into three different adopters categories named ready adopter, initiator adopter and unprepared adopter using EFA technique our results show that each category has some specific adoption factors related to their unique situation. These are for ready adopters: cost and management, for initiator adopters: competitiveness and process efficiency and unprepared adopters: IT management difficulties, IT implementation difficulties and cost of implementation. A SMEs RFID adoption model is then proposed. It is anticipated that the findings of this research will not only enhance the research in RFID adoption in SMEs, but can also act as a reference for practitioners in the industry and researchers in the academic field.
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INTRODUCTION

Radio Frequency Identification (RFID) technology uses radio waves to identify objects (Lin, 2009; Srivastava, 2004). Companies use RFID in various industries in an attempt to improve their businesses, reduce their daily running costs, and increase their potential opportunities. RFID is being used in many places in many countries, for different purposes such as collecting tolls, automating parking, car theft prevention, and operations in airports (Landt, 2005, Srivastava, 2004, Chang, Yen, & Chen, 2008). Also, RFID is often being used to replace bar codes in supply chain management (SCM). Some large companies substitute RFID for bar codes because bar codes can only be used to show the same code on the same type of items, whereas RIFD can be used not only to identify various products, but also to keep track of the production process and sequence of activities (Zhang, Feng, Wu, & Yu, 2008). Lin (2009) points out that the RFID application includes immediate position tracking and monitoring procedures in the delivery service. This can assist companies to successfully manage their warehouse and supply chain by means of tracking and monitoring their trucks and products. Additionally, cost savings, supply chain visibility, and new process creation have been identified as the three key benefits of RFID adoption (Roh, Kunnathur, & Tarafdar, 2009). Wamba, Lefebvre and Lefebvre (2006) claim that RFID technlogies can be useful in the integration of the supply chain by improving the shiping and receiving processes, automatically triger specific processes, foster higher level of information sharing among supply chain partners and finally promote the use of new business processes. Also, Smith (2005) draws attention to the fact that using RFID technology can not only improve SCM but also Customer Relationship Management (CRM). This means that RFID technology can improve both business and the internal organisation. It is therefore no suprising that, in recent years, America, Japan, and developed countries in Europe have actively introduced RFID technology into their daily logistics operations and product distributions. By adopting RFID, products and inventory can be easily managed. For example, Wal-Mart, HP, Germany Metro Group, and Marks & Spencer are using RFID system to track supplies in order to increase management efficiency, and to reduce the number of human resources and man-made mistakes (Tajima, 2007; Lin, 2009). In contrast other counties seem to still lacking behind in the implementation of RFID technologies such the retail sector in South Africa where in a study that took place in 2005 many retailers had not yet adopted RFID or even contacted trials altough they had some intention to do it in the future (Brown & Rusell, 2007).

However, unlike large companies, many SMEs in particular in Taiwan are reluctant to adopt RFID systems as they argue that the benefits of RFID cannot immediately be recognised (Taiwan External Trade Development Council, [TAITRA], 2010). Some SMEs are encountering many problems and difficulties when adopting RFID technologies due to their limited resources (Chang et al., 2008). According to Chang et al. (2008), at present, business enterprises and industries still lack the best model for RFID introduction. As a result, the risk of applying RFID technologies is still high including the cost of hardware and software purchase and maintenance costs. For SMEs, since their ability and resources are limited, adopting RFID technologies therefore seems to be a significant problem for them. Using such technology is harder for SMEs than it is for the large organisations due to (i) their characteristic difficulties, such as the lack of financial resources and technological knowledge and ability (Carter & Evan, 2000; Burns, 2001), and (ii) the lack of partner companies adopting RFID technologies, creating a network effect problem. Suprisingly, considering the high economic importance of SMEs in the world economy, it is interesting that the question of SME-specific requirements and potential of RFID technology has not yet received the appropriate attention in academic and political discussions (Strüker & Gille, 2008). With this in mind and to fill the research gap, this study chose Taiwan’s SMEs in the IT industry as the main target of the research. This sector was considered particularly relevant to this technology as the IT manufacturing sector often needs to enhance the tracking of global products and perform immediate inventory control as a means to streamline its enterprises and increase managerial efficiency (Wamba et.al., 2006). In this paper we take the specific characteristics of of IT adoption by SME in consideration and we try to create a clear picture as to how these factors are manifesting in the case of the adoption of RFID technologies. In accordance with these, the following research question arise: “What are the factors that will influence SMEs’ adoption decision for RFID technologies?” And in consequence we explore whether SMEs will be willing to invest in the adoption of such technology and why SMEs posibly resist the adopting of RFID. We agrue that there is a need to explore this area further to address the above research question.

The aim of this paper is therefore to explore and investigate the factors that influence SMEs’ RFID adoption decisions based on survey data on the current progress of RFID adoption in Taiwan SMEs. In doing so, the factors obtained are analysed using EFA techniques and it is found that these factors can be classified into three different categories of adopting companies:


	Ready adopter (factors that most likely will lead to RFID adoption)

	Initiator adopter (factors that attract SMEs to RFID technology)

	Unprepared adopter (factors that prevent SMEs from adopting RFID technology)




Based on the analysis, a SMEs RFID adoption model is then proposed. The present study differs from other studies because it specifically uses EFA techniques to explore and analyse the factors with respect to the adoption of RFID technology in SMEs. It is believed that the research findings reported in this paper can act as a reference for practitioners in the industry and researchers in the academic field.

The remaining paper is structured as follows. In the next section, we provide a literature review on SMEs and RFID adoption. We then proceed to present and discuss the research methodology used in this study. This leads us to the fourth section of our paper, in which we analyse the findings. Finally, discussion, conclusions and future research directions are drawn.

SMEs AND THE ADOPTION OF RFID TECHNOLOGY

More than 98% of enterprises in Taiwan are classified as SMEs according to the figure from the Taiwan Ministry of Economic Affairs 2010 (Taiwan Ministry of Economic Affairs, 2010). SMEs are vital for the global economy, as they (1) generate new jobs, (2) generate local economic activity, (3) create local wealth, (4) create new ideas, (5) introduce new products and services, (6) diversify the private sector, and (7) stabilise the private sector (Bannock & Daly, 1994; Bridge, O’Neill, & Cromie, 1998; Burns, 2001; Deakins & Freel, 2003). Thus, it is important that RFID technology will be embraced by the smaller companies, as well as it being necessary for more rigorous and relevant research into this important sector of the economy. It has been reported that smaller company size can potentially make the adoption and use of RFID easier. In reality thought SMEs take a wait-and-see approach when it comes to the adoption of the technology (Strüker & Gille, 2010).

Iacovou, Benbasat and Dexter (1995) claimed that smaller organisations have been shown to have different technological adoption patterns than larger ones. Small organisations have long been found to be different from large organisations in the Information System (IS) context, as they are not a simple scaled-down model of large organisations (Raymond, 1985). In general, small businesses face greater risks in the use of IT than larger businesses because of inadequate resources, limited knowledge, a lack of “know-how” about IT, and several other constraints (Cragg & King, 1993; Iacovou et al., 1995). Managers in SMEs have also been characterised as having reservations about the adoption and use of IS or IT (Chang & Powell, 1998; Thong, 2001). Due to these characteristics, it can be expected that RFID usage among SMEs and large enterprises will be different (Strüker & Gille, 2008). SMEs are likely to be less prepared and less able to change. Gao, Zhou and Wang (2007) pointed out that, because of cost and technical obstruction considerations, electronic identification and RFID have not been widely used by many SMEs.

The existing literature has documented some factors that affect RFID adoption by organisations. Many earlier studies (Acharyulu, 2007; Wicks, Visich, & Li, 2006; Glabman, 2004; Hosaka, 2004) on the application of RFID technology are on the evaluation of its managerial benefits and implementation challenges. Carr, Zhang, Kloppig and Min (2010) examined the contextual variables that affect the adoption of RFID in a healthcare organisation. Lee and Shim (2007) explored the adoption of RFID technology in healthcare using the theory of technology-push and demand-pull. They specifically examined the role of organisational readiness in the organisational adoption context. Using data from a survey among 146 German companies Strüker and Gille (2008) measured how the type and sophistication of benefit and performance analyses conducted before and after RFID introduction impact upon the productivity gains achieved by RFID. They found that the frequent use of particular measurement methods is strongly correlated to the improvement of target variables such as lead time and labour cost. In another paper, the same authors addressed specific aspects of small and medium sized companies (Strüker & Gille, 2008). They found that RFID adoption is easer in smaller enterprises. Moreover, Chang et al. (2008) draw attention to the fact that three features will influence SMEs to adopt RFID, namely, the environment of the industry, the organisation, and the characteristics of RFID. Tang and Tsai (2009) proposed a conceptual model of RFID adoption based on multiple case studies to explore the related factors of RFID application. They found that the major factors of RFID adoption include technology (including complexity, compatibility, and cost), organisation (including organisation size and readiness, procedure flexibility, and top management support), and environment characteristics (including industry competition, external support and technology policy).

The review of literature shows that only a small amount of theoretical and empirical analyses have so far focused on RFID usage especially aimed at SMEs (Strüker & Gille, 2008). Based on the literature review, RFID adoption factors are summarised in Table 1.



Table 1
Summary of potential adoption factors affecting RFID adoption in SMEs (from literature)



	Factors
	Details



	Characteristics
	Store huge information about product’s details



	Read multiple items at the same time



	Track products effectively



	Track long distance



	Increased Data Visibility
	Show real-time



	Increase data accuracy



	Accurate Product Tracking
	Identify the amount, items and electronic codes of products



	Show a container’s history



	Inventory Improvement
	Handle right time of delivery



	Reduce stock and out of stock problem



	Reduce man-made mistakes



	Labour Reduction
	Track products and record data automatically



	Cost Savings
	Reduce human resources



	Manage inventory effectively



	Reuse tags and readers



	Save working and tracking time



	Effective data management



	Sharing Data Between
	Communicate with partners much more effectively



	Enterprises
	Improve businesses



	Increase competitiveness



	Technical Problems
	Creating huge amounts of unnecessary data



	Cause food deterioration or spoiling



	Privacy and Security Problems
	Illegal tracking



	Stealing of personal information



	Counterfeit RFID



	Lack of Investment
	High cost



	Upgrade software and equipment



	Hard to achieve short term



In our research this list of factors was used as a guide when designing the questions for the questionnaire. Using this factors as a starting point we explored using a deductive approach the reasons behind the adoption decisions in the IT manufacturing sector in Taiwan.


RESEARCH METHOD

In this section we present the rationale behind our research design and data analysis process that took place during the study.

Research Design

The research aims to investigate and analyse RFID adoption in SMEs. The definition of SMEs may vary among countries or institutions, based on the differences in economic levels or the wealth of the countries (Gibson, 2001; Storey, 1994). Since this study was carried out in Taiwan, the SME definition given by Taiwan Economy Affair is adopted. This classifies SMEs as having sales turnover less than US$5 million and a headcount of 11 to 150. A survey was carried out to investigate and explore RFID adoption in Taiwanese SMEs in the IT industry and to study the perspectives of the SMEs who adopt RFID technology. The questionnaire has been designed with two types of questions, namely, open and closed questions (Coolican, 2009). In this study, open-ended questions are used in the questionnaire to invite suggestions from the SMEs, and closed questions are used to investigate possible factors affecting SMEs’ RFID adoption decisions.

The questionnaire was sent to the randomly selected SMEs in the IT manufacturing industry – 150 questionnaires in total were sent. Only the online version of questionnaire was designed. This paper focuses on the IT manufacturing industry because the IT industry is a high-priced technology industry, in which tracking is of value for companies, and these companies may use RFID to support their bu sinesses. Also, the IT manufacturing sector had the second largest number of SMEs, at 10.64% of all SMEs (around 1,244,000) in Taiwan (Small and Medium Enterprise Administration, Ministry of Economic Affairs, 2006). The online questionnaire link was sent out to IT managers and general managers in the IT manufacturing industry via emails. IT and general managers were selected as appropriate to provide useful information to support this research because these participants have a high level of knowledge of their organisations and needs. Then the second emailing took place after two weeks. The emailing served as a reminder of the aim of the survey and the deadline for receipt of responses. The questionnaire contains 15 questions and was divided into two parts (Part A and B). In part A, the questionnaire was structured to collect the basic company details, basic knowledge of IT, and the level of satisfaction with the IT system currently used. In part B, in order to reflect the study aim, the questionnaire was structured to collect the following data: (1) the advantages and disadvantages of RFID, (2) factors related to RFID adoption, (3) motivation and drivers for RFID adoption, (4) factors related to RFID non-adoption, and (5) problems encountered when integrating RFID technology.

Of the overall 500 sent questionnaires, 65 useable replies were received within the specified periods, which implies that a response rate of 13% was obtained. The reason for such a low return rate is that many small companies have not yet integrated RFID technology into their businesses. As such, these SMEs were not able to answer many of the survey questions.

The descriptive analysis was then carried out which provided the participants’ basic knowledge and information about RFID. In addition to the descriptive analysis, other data reduction statistical analysis techniques were considered such as Performance Component Analysis (PCA), EFA and Confirmatory Factor Analysis (CFA). Data reduction is typically performed when a researcher does not want to include all of the original measures in analyses but still wants to work with the information that they contain (DeCoster, 1998). In this study, EFA analysis was considered to be the most suitable technique to explore the factors for each category (i.e. stage) as we are interested in not only data reduction but also in making statements about the factors that are responsible for a set of observed responses. Traditionally, EFA can be described as orderly simplification of interrelated measures and has been used to explore the possible underlying factor structure of a set of measured variables without imposing any preconceived structure on the outcome (Child, 1990). EFA is a variable reduction technique which identifies the number of latent constrcts and the underlying factor structure of a set of variables. By performing EFA, the number of constructs and the underlying factor structure can be identified (Child, 1990). EFA is used to determine the number of common factors influencing a set of measures and the strength of the relationship between each factor and each observed measure (DeCoster, 1998). DeCoster (1998) suggests that EFA is often used to determine what features are most important when classifying a group of items as well as when a researcher does not want to include all of the original measures in analyses but still wants to work with the information they contain. According to the common factor model proposed by DeCoster (1998) that each observed response (measure 1 through measure 5) is influenced partially by underlying common factors (factor 1 and factor 2) and partially by underlying unique factor (E1 through E5) (see Figure 1). EFA is used in this study to explore the adoption factors as the primary purpose of this study is to understand a set of measured variables by determining the number and nature of common factors needed to account for the pattern of correlations among the measured variables.
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Figure 1. The Common Factor Model (DeCoster, 1998)



Sample

Of the 65 respondents surveyed, 40% were defined as “small enterprise” and 60% were “medium-sized enterprise”. Also, of the 65 respondents surveyed, only 13.85% of the companies have adopted RFID technology. 86.15% of the respondents are still using traditional bar codes and other technologies such as Electronic Data Interchange (EDI) to manage their supply chain (see Figure 2). Only 9 out of the 65 companies investigated have actually adopted RFID technology.
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Figure 2. IT used by the respondents to support logistics/SCM



DATA ANALYSIS AND RESULTS

The descriptive statistics of the sample is analysed using SPSS and is shown in Table 2. Table 2 suggests that 83% of the companies investigated have some basic knowledge about RFID technology, and only 17% of them have no knowledge of RFID technology. The results also indicate that 14% of the companies investigated are aware of the Taiwan government’s policy on and involvement in promoting RFID adoption in SMEs. About 86% of the SMEs have not heard of the RFID promotion from the government. The data also suggests that most companies are still using traditional bar codes to integrate their supply chain, and only 13.85% of the companies have adopted RFID technology (see Table 2).


Table 2
Participants’ descriptive statistics



	Item
	Results



	Participants have knowledge about RFID technology
	Yes (83%)

	No (17%)




	Participants aware of the Taiwan government promotion on RFID adoption
	Yes (14%)

	No (86%)




	Adoption of RFID technology to support logistics/delivery in SCM
	RFID technology adoption (13.85%)

	RFID technology non-adoption (86.15%)




In order to further explore factors that influence the adoption of RFID, an analysis was carried out on the 13.85% companies who have already adopted RFID technology in their businesses. We then used descriptive statistics and EFA to analyse our research results. Table 3 shows the descriptive statistics on factors that influence the adoption of RFID in SMEs.

In Table 3, the majority of the participants (18%) claimed that the most important factor for RFID adoption is high efficiency. Conversely, the popularity trend has the least influence on companies’ RFID adoption decisions. The data also reveals that business growth, improved work efficiency and reduced management time are the main reasons that attract these companies to adopt RFID technology. The data also indicates that the high cost of RFID technology is an obstacle that stops SMEs from using such technology. Lack of communication standards is another problem which leads to RFID non-adoption.

Based on the results shown in Table 3, the authors then used EFA to conduct further analysis. We found that the RFID adoption factors shown in Table 3 can be classified into different categories: unprepared adopter (i.e. non-adoption), ready adopter (adoption), and initiator adopter (will likely to adopt RFID/motivation). This confirms the research carried out by Tang and Tsai (2009). According to Tang and Tsai (2009) the characteristics in the adoption stages and the enterprise’s attributes, classify the RFID adopters into three categories: unprepared adopter, ready adopter, and initiator adopter. Thus, in this study, we also classified the factors for RFID adoption into these three categories. The authors then tested the reliability of these categories using an SPSS factor analysis module. It was found that the reliability of the ready adopter is 0.7817, initiator adopter 0.7164, and unprepared adopter 0.7214. All the values are greater than 0.7. Test results indicated that the reliability for three stages exceeds 0.7, so the reliability test results shown in Table 4 are acceptable.


Table 3
Descriptive statistics of adoption factors



	Category
	Results



	The factors that influence companies’ RFID adoption decisions (Ready Adopter)
	High efficiency
	18%



	Increased profit
	16%



	Easy management
	16%



	Increased data collection efficiency
	15%



	Lower labour costs
	15%



	Ease of integration
	12%



	Reduced costs
	7%



	Popularity trend
	1%



	The factors that attract companies to integrate RFID into their businesses (Initiator Adopter)
	Business growth
	15%



	Improved work efficiency
	15%



	Reduced management time
	15%



	Increased competitiveness
	14%



	Reduce labour costs
	14%



	Increased product tracking efficiency
	13%



	Increased data management efficiency
	13%



	Integrate suppliers up and down stream
	1%



	Reasons why companies are unprepared to incorporate RFID into their businesses (Unprepared Adopter)
	High cost
	16%



	Lack of communication standards
	15%



	Need staff training
	14%



	Long term integration needed
	14%



	Data management problems
	14%



	Product quality
	12%



	Signal problems
	12%



	Other
	3%






Table 4
Reliability result



	Category (Stage)
	Reliability



	Ready Adopter
	0.7817



	Initiator Adopter
	0.7164



	Unprepared Adopter
	0.7214



Next, the factors in the ready adopter category are further divided into two latent constructs which are cost and management constructs. The cost construct consists of two measured variables which are: reduced costs and increased profit. The management construct consists of five measured variables, which are high efficiency, ease of management, increased data collection efficiency, ease of integration and lower the labour costs. Through the shrinking of the construct task, we have an explainable variance of 62.897%. See Table 5.


Table 5
Ready adopter category



	Ready Adopter Category



	Latent Constructs
	Measured Variables



	Cost
	Reduced costs



	Increased profit



	Management
	High efficiency



	Ease of management



	Increased data collection efficiency



	Ease of integration



	Lower labour costs



In the initiator adopter category, there are two latent constructs: competitiveness and process efficiency constructs. Competitive ability construct consists of four measured variables which are business growth, increase competitiveness, reduce management time, and increase product tracking efficiency. The process efficiency construct includes two measured variables which are improving work efficiency and increase data management efficiency. Through the shrinking of the construct task, we have an explainable variance of 77.714%. See Table 6.



Table 6
Initiator adopter category



	Initiator Adopter Category



	Latent Constructs
	Measured Variables



	Competitiveness
	Business growth



	Increased competitiveness



	Reduced management time



	Increased product tracking efficiency



	Process efficiency
	Improved work efficiency



	Increased data management efficiency



In the unprepared adopter category, there are three latent constructs which are IT management difficulty, IT implementation difficulty and cost of implementation constructs. The IT management difficulty construct consists of three measured variables which are need staff training, lack of communication standards and long term integration needed. The IT implementation difficulty construct includes two measured variables which are signal problems and data management problems. The cost of implementation construct includes two measured variables: high cost and product quality. Through the shrinking of construct task, we have an explainable variance of 77.520%. See Table 7.


Table 7
Unprepared adopter category



	Unprepared Adopter Category



	Latent Constructs
	Measured Variables



	IT management difficulty
	Need staff training



	Lack of communication standards



	Long term integration needed



	IT implementation difficulty
	Signal problems



	Data management problems



	Cost of implementation
	High cost



	Product quality



Based on the analysis in this section, an adoption framework and a research model are proposed in Figures 1 and 2, respectively. In Figure 3, the far left column represents RFID adoption stages and is classified into three categories which are ready adopter, initiator adopter and unprepared adopter. The far right column represents the measured variables used to measure latent constructs (factors). The latent constructs are presented in the middle column.


Based on the analysis of the data we can clearly differentiate among the SME population we surveyed that the reasons for adoption of RFID technology are very much related to each other, while different groups have different views about the implementation effort/difficulties, managerial implications and benefits. For example initiator adopters seem to have a forward attitude to using this technology to gain process efficiency and subsequently competitiveness. They act as first movers in the marketplace and they are ready to face implementation difficulties in order to achieve competitiveness in their market. When it comes to ready adopters they are looking for more mundane and everyday-running of the business practices. Having failed to be the pioneers in their market they are creating the necessary conditions to follow up existing practices in order to reduce cost and increased profit. Finally, unprepared adopters use potential difficulties in the management and implementation process as well as implementation cost as a defence for not adopting the technology. These difficulties might rightly be in place but these companies seem to be reluctant to go beyond them in order to achieve related benefits. This group of companies seem to lack the awareness of the technology and its benefits in order to be able to make an informed decision. Figure 4 summarises the most important found in each adopter’s category after the EFA analysis.
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Figure 3. A framework for RFID adoption in SMEs
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Figure 4. A research model for RFID adoption in SMEs



The figure clearly shows that initiators look for first mover’s competitive advantage, ready adopters interested in achieving basic cost reductions, while unprepared adopters are still debating about the difficulties involved in the application of the technology.

DISCUSSION

The objective of this study is to empirically identify various factors that affect RFID adoption in SMEs, and to test whether the identified factors can influence SMEs’ RFID adoption decisions. Through the test result we can infer which factors make more significant contributions. Using questionnaires completed by randomly selected SMEs from the IT industry in Taiwan, we have generated a set of data for analysis. In this study, we classified the factors into three different categories (i.e. stages) named ready adopter, initiator adopter and unprepared adopter and then using EFA techniques tested which factors (i.e. latent constructs) are most significant under each category, i.e. which are the most influential factors in explaining SMEs’ RFID adoption decisions. In doing so, a novel RFID adoption model for SMEs was proposed. The findings show that cost savings and easy management are the two factors that influence SMEs’ RFID adoption i.e. these two factors are the reasons that often lead to RFID adoption. For SMEs who are considering adopting RFID, increased competitiveness and process efficiency are the two factors that attract them to integrate RFID into their businesses. As for the majority of the participants (86.15%) who are unprepared for RFID adoption, IT implementation difficulty, IT management difficulty and the cost of implementation are their major concerns (i.e. factors).

Existing literature for example (Roh, Kunnathur, & Tarafdar, 2009; Brown & Rusell, 2007) has already highlighted the fact that the cost of RFID is the biggest problem companies encountered when adopting RFID technology, which supports our findings. The results indicate that high cost is indeed a critical factor as to why many SMEs have not yet integrated RFID into their businesses. Other reasons such as supply chain visibility and new process creation (Roh et al., 2009) did not seems to have significance in our study and did not come up during the interview stage with the company managers. This could be explained by the lack of awareness about the benefits of the technologies to small companies.

Furthermore, our results show that technological factors such as high efficiency seems to play an important role in the SMEs’ decision to adopt such technology. Using RFID can bring not only benefits but also problems especially of a technical nature to companies as the technology is not matured in some countries/industries and there is also lack of standards affecting negatively the adoption of the technology by SMEs. This finding is in accordance with a similar study that took place in South Africa (Brown & Rusell, 2007) and can be related to the lack of government support for standard making.

CONCLUSION

In this study, the authors classify the responding SMEs into three different adopters categories named ready adopter, initiator adopter and unprepared adopter using EFA technique. Our results show that each category has some specific adoption factors related to their unique situation. (1) For ready adopters: cost and management; (2) for initiator adopters: competitiveness and process efficiency; and (3) for unprepared adopters: IT management difficulties, IT implementation difficulties and cost of implementation. A novel framework for RFID adoption in SMEs was proposed in this research.


This study has explored the factors that affect RFID adoption in SMEs, and we suggest that for future research, researchers can move on from our findings to further explore this area by carrying out interviews to generate more qualitative contextual data, which are associated with human and organisational issues. Based on the results, we also recognise the fact that government promotion/support might play an important role in SMEs’ RFID adoption as mentioned by the participants. Therefore, we recommend that in-depth exploration into the relationship between government and RFID adoption in SMEs can also be the direction for further research.

As this study was exploratory in the area of RFID adoption by SMEs this work can be expanded by getting in depth understanding of SMEs’ attitude to RFID technologies especially companies which are currently reluctant to use it. Problems with awareness creation for SMEs related to government policies as well as vendors strategies will certainly shed more light of into the reasons behind SMEs behaviour. Additionally, adoption push by large supply chain partners which is a common phenomenon in IT adoption by small companies could be studied in the area of RFID adoption and contrast similarities and differences with other technologies. Studying the same subject area in other geographical settings will also be interesting as the Taiwanese IT manufacturing sector is a rather advanced IT user community. Thus it will be interesting to see how similar sectors view RFID technologies in less IT developed nations. Another possible further study could be to test the validity of the proposed model and to find out how this model would be different for other industries.
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ABSTRACT

By focusing on the Malaysian Islamic unit trusts over the period of January 2000 to December 2009, this study attempts to analyse the performance of the Islamic unit trusts in various economic conditions; during a crisis period and non-crisis period. The adjusted Sharpe index, adjusted Jensen Alpha index, and Treynor index are adopted to compare the performance of the Islamic unit trusts against the market benchmark and risk-free return. In measuring risk and diversification, the study relies on the standard deviation and R2 coefficient of determination, respectively. The findings reveal that during the non-crisis period, the performance of the Islamic unit trusts is comparable to that of the market benchmark, while during the crisis period, the Islamic unit trusts perform better compared to the non-crisis period. These findings suggests that the Islamic unit trust funds can be an ideal hedging instrument during a down market and provide potential portfolio diversification benefits for the investors. Based on these findings, the investors could strategize and diversify their portfolio accordingly during different market conditions.

Keywords: Islamic finance, unit trust, financial crisis, Malaysia

INTRODUCTION

Amidst the prolonged doldrums of the global financial markets circa the post-2007 financial crisis period, there seems to be a shift in the investors’ interests from the conventional banking and finance to the Islamic banking and finance industry. Reflecting the strong interest, funds invested in the Islamic equity market as measured by the market capitalization of the Dow Jones Islamic Markets Index reached US$4.34 trillion by end-2008 (Siddiqui, 2008). Globally, an estimated 500 shariah-compliant funds available in 2008 and the number were estimated to reach 1000 by 2010 (Islamic Finance News, September 2008). Equity funds applying Islamic screening principles currently stand at nearly US$750 billion and was expected to hit the US$1 trillion mark by end-2010 (McKinsey and Company, 2007). In terms of growth, the market for Islamic investment products is currently growing at an estimated 15-20% per annum (Financial Times and Stock Exchange International Limited (FTSE), 2009).

Dented investors’ confidence due to failures of the conventional financial market as well as increasing demand for shariah-compliant financial products have resulted in a more pressing need for deeper understanding on various aspects of the Islamic financial products. Current research efforts have been focusing on determining the viability of the Islamic banking and finance as an alternative to the conventional banking and finance. Specific area of interests includes the comparative performance against the conventional banking products as well as the resilience of the Islamic financial market to financial shocks. Additionally, as the Islamic banking and finance industry is still relatively at its early stages of development compared to its conventional counterpart, substantial investigation is still needed to equip the industry-players and policymakers with the needed information to participate in the industry.

One of the products of the Islamic banking and finance industry that has captured substantial attention as reflected by its very rapid growth is the Islamic unit trusts industry. At the global level, an estimated of US$1 trillions shariah-compliant funds are being managed, and the amount is expected to increase rapidly with the current rapid growth of the industry. Similar trend is being observed in the Islamic unit trust industry in Malaysia. As at end-2009, the Islamic-based funds constitute 26% (or 145 funds) of the total 561 approved funds in Malaysia. This is a commendable performance if compared with the total of Islamic-based funds ten years ago of only 17 Islamic funds or 13% out of the total of 127 approved funds at end-2000. Similarly, the total NAV of the Islamic funds has increased significantly to over RM21 billion as at end-2009 from RM1.7 billion as at end-December 2000. The industry’s encouraging performance is expected to sustain and accelerate further on the back of strong demand for Islamic investment products and accommodative policy environment provided by the government.

Investments in the Islamic unit trusts have similar investment objectives as the conventional unit trusts, but are subject to specific screening criteria with the aim to be in line with the requirements of the Islamic law or shariah. In particular, Islamic unit trusts investments are prohibited in the companies that involve in products and services which have the elements of interest (usury), excessive uncertainties and gambling. The companies to be invested in must not involve in the production of non-halal goods such as alcohol and pork, as well as immoral activities such as pornography. In Malaysia, investments in Islamic unit trusts are subject to quantitative and qualitative screenings by the Shariah Advisory Council (SAC) of the Malaysian Securities Commission. The quantitative screening is done by comparing the companies’ liquidity level, interest income, leverage, and total income from non-permissible activities with the benchmarks. Subsequently, the companies will be evaluated based on their image or public perception, importance of the companies to the society, custom, common plight, and rights of non-Muslims in the country.

Despite its tremendous growth and development, studies on the Islamic unit trust are still insufficient compared to its conventional counterpart. While there are a lot of discussions highlighting the virtues of Islamic investment in the literature, they are largely qualitative in nature. In the wake of increasing investor interests on the Islamic investment opportunities, there are indeed an increasing research interests on the area of Islamic unit trust. However, to the best of our knowledge, there have been no studies undertaking empirical analysis on the impact of the 2007-2008 global financial crisis on the performance of the Islamic unit trusts. This paper hopes to contribute to the literature by providing empirical evidence on the performance of the Islamic unit trusts during the crisis period. In addition, the findings of the study provides the most recent evidence on the performance of the Islamic unit trust funds during the global financial crisis.

Against this backdrop, the objectives of this study are to analyse the performance of the Islamic unit trusts in changing economic conditions. In particular, the study compares the performance of the Islamic unit trusts against the market benchmark in three different market conditions, namely the normal market condition, before the crisis period (or the up market) and during the global financial crisis period (or the down market). By comparing the performance of the Islamic unit trusts funds in these three sample periods, this study essentially assesses the resilience of the Islamic unit trusts due to changing economic environment. Thus, this study enriches the literature by providing an updated analysis on the resilience of the Islamic unit trusts during the global financial crisis.

This paper is organised as follows. The next section reviews the literature on the performance of the Malaysian unit trusts industry and subsequently, focuses on the Islamic unit trusts performance. The third section focuses on the methodology adopted by the study, followed by the fourth section which discusses the findings of the study. The final section concludes and highlights the implications and directions for future research in this area.


REVIEW OF LITERATURE

In this section, we review the existing literature on the development of the unit trusts industry with particular reference to Malaysia, highlighting the comparative performance of the unit trusts investment against the market as well as the performance of the unit trusts in different market situations. Next, we focus on the literature on the Islamic unit trusts. Due to the relatively recent nature of the industry compared to the conventional unit trusts, we present the discussion on the Islamic unit trusts industry at the global level, also focusing on their performances in different market conditions.

Performance of Conventional Unit Trusts Industry in Malaysia

Unit trusts investment has been one of the popular investment options in Malaysia since 1979. In line with the long existence of the unit trusts industry in the country, there is a rich literature on the empirical studies on this topic. One of the earlier studies analysing the performance of the Malaysian unit trusts industry is that of Annuar and Shamser (1995) which analyses the performance of 54 unit trust funds covering the period from 1988 to 1992. The study finds that the returns on investment in the unit trusts are well below the risk-free and market returns. Several other studies which provide supporting evidence of the under-performance of the unit trusts investment compared to the market returns include those of Tan (1995) on 21 unit trusts funds over a ten-year period dated from 1984 to 1993, and Wan Haslan (1999) on 33 equity unit trust funds from January 1983 to June 1998. An enriching aspect of the study by Wan Haslan (1999) is that it also analyses the specific aspects of the fund managers and concludes that, firstly, the external unit trusts managers of fund management companies have better performance than the internal manager of fund management companies, secondly, long serving managers of unit trusts in fund companies are able to perform better than short serving managers, and, thirdly, foreign unit trust managers have better performances than the local unit trust managers. In the same vein, Low (2007) examines 40 Malaysian unit trust funds for the period from January 1996 to December 2000 and reveals that all the funds show negative overall performance regardless of the benchmarks used.

Using longer sample period and more recent data, Fauziah and Mansor (2007) provide further support that the unit trusts investments are unable to outperform the market. The study analyses 110 Malaysian unit trusts funds over the period from January 1990 to December 2001. However, an interesting finding from the study is that the unit trusts investments are able to turn in positive returns despite of the contraction in market return during the 1997-1998 crisis period.


The findings that unit trusts investments are under-performing the market, however, are far from conclusive as a strand of other studies show contradictory results. For instance, Leong (1997) conducts a study on 13 unit trusts covering the period from January 1992 to December 1996 and finds that most of the unit trusts are able to outperform the market portfolio during the study period. Likewise, Ch’ng and Kok (1998) analyse 34 unit trusts from the period of January 1991 to June 1997 and finds that the funds perform better than the market over the whole sample period.

In terms of degrees of portfolio diversification, several studies including that of Annuar and Shamser (1995) show that the Malaysian unit trusts have low degrees of diversification since the average diversification is only 37%, which is below their expectation in the study. Somehow, contradictory results on portfolio diversification are obtained by Tan (1995) and Ch’ng and Kok (1998), which show that the funds are well-diversified and unchanged even during the period where the market was declining.

Performance of Islamic Unit Trusts Industry

As for the Islamic unit trusts, despite the relatively recent nature of the industry, it is encouraging to note that there are increasing research interests on the Islamic unit trusts. Existing studies on the Islamic unit trusts included that of Elfakhani, Hassan and Sidani (2005) which examine 46 Islamic unit trusts from various categories covering the period from January 1997 to August 2002. Apart from the Islamic funds, the study includes selected ethical funds, namely the Global funds, American funds, European funds, Asian funds, Malaysian funds, and emerging market funds. The findings indicate that the emerging market shows the best performance among all samples of the Islamic unit trusts and that majority of the Islamic unit trusts are able to outperform their benchmarks and have better performance during the recession period. Similar results are obtained by Hayat (2006) who conducts a study on 59 Islamic equity unit trust funds worldwide for the period from 2001 to 2006. The results show that during normal market condition, the Islamic funds do not significantly out or underperform both the Islamic and conventional benchmarks. However, the findings indicate that the Islamic funds significantly outperform both the Islamic and conventional benchmarks during the bear market in 2002.

Consistent with Elfakhani et al. (2005) and Hayat (2006), the study by Ferdian and Dewi (2007) also arrives at the conclusion that the Islamic unit trusts investments are able to outperform the market. By using daily data from October 2005 to April 2007 for a total of 25 Indonesian and Malaysian Islamic unit trusts, the study finds that the Malaysian Islamic unit trusts have better performance than the Indonesian Islamic unit trusts, and that the Islamic unit trusts are able to outperform the market benchmark. Ferdian and Dewi (2009) expand their studies to analyse the effects of the global economic crisis to the Islamic unit trusts performance by using the daily return from January 2006 to April 2009 on 24 Indonesian and Malaysian Islamic unit trusts. Consistent with their previous results, the study also concludes that the Islamic unit trusts are proven to be among the best investments because of the rising returns as well as the outperforming evidence over the market during the bearish market due to the global financial crisis.

Despite this, different results are obtained by Fikriyah, Taufiq and Shamser (2007) on the performance assessments of 65 Malaysian unit trusts, of which 14 are Islamic unit trusts, covering the period from January 1992 to December 2001. The findings reveal no difference in terms of performance between the two groups of the unit trusts, and both were underperforming the market. However, the study finds that Islamic unit trusts to have better performance than the conventional unit trusts during the crisis and post-crisis period, while the conventional unit trusts outperform the Islamic unit trusts during the pre-crisis period. Likewise, Abderrazak (2008) re-investigates the Elfakhani et al. (2005) sample and finds that only the North-American funds managed to outperform the S&P 500, while the rest of the funds underperformed the benchmark. The findings indicate that there is no significant performance difference between the Islamic and ethical funds and that both funds are unable to outperform the market benchmark in the study.

Hoepner, Rammal and Rezec (2009) conduct a broad study on 291 Islamic unit trusts from twenty countries from September 1990 to April 2009 and show that the Islamic unit trusts appear to trail their equity market benchmark returns due to the fact that it has limited investments opportunity based on the shariah restrictions. Consistent with Fikriyah et al. (2007), the findings also suggest that the Islamic funds exhibit a hedging function against the global market crisis since it is shown that the Islamic funds are less affected by the financial crisis due to the fact that they have shariah law restrictions. In a related study, Ismail and Sakrani (2003) examine the relationship between return and beta for 12 Islamic unit trusts from 1 May 1999 to 31 July 2001, and conclude a significant positive relationship in up-markets and a significant negative relationship in down-markets. The results also reveal that beta is higher in a down-market than in an up-market based on the adjusted-R2 and standard error of the conditional relationship between returns. A recent study by Saad, Abd. Majid, Kassim, Hamid and Yusof (2010) on the comparative performance of conventional and Islamic unit trust companies in Malaysia over the period 2002 to 2005 reveals that on average, some of the Islamic unit trust companies have better performance than their conventional counterparts. Interestingly, it is also reported that an increasing size of unit trust companies leads to inefficiencies in performance.

METHODOLOGY

This section elaborates on the nature of data, definition of the variables, and the measurements for performance and risks. It also explains the selection of the sub-sample periods to reflect the different market conditions, which is the main focus of this study.

Data

By focusing on 33 Malaysian Islamic equity unit trust funds, the monthly returns of the unit trusts are adjusted for dividends and bonuses distributed to unit holders. The selections of these funds are strictly due to data availability over the stipulated sample period. Apart from the Islamic unit trusts, the FTSE Bursa Malaysia EMAS Shariah Index is used as the market benchmark for the returns on the market portfolio and the three-month Malaysian Treasury bill served as the risk-free rate benchmark. This would allow for the comparison of the performance of the Islamic unit trusts against the equity market and risk-free rate performances.

Selection of Sample Period

In an effort to provide the latest update of the unit trusts industry, the study considers data in the post-2000 period, that is from January 2000 to December 2009. This whole sample period is further divided into three sub-periods reflecting the changing economic or market environment. In particular, the period from January 2000 to December 2004 is labelled as the non-crisis period, from January 2005 to June 2007 is labelled as the up-market period, and from July 2007 to December 2009 is labelled as during the crisis period. The selection of the sub-periods is consistent with several studies on the impact of the 2007 global financial crisis on the equity market such as Dungey, Renee, Gonzalez-Hermosillo and Martin (2009) and Kassim and Majid (2010).

Measurements of Performance

The returns on the unit trust funds are obtained from income and the capital gain. The rate of returns for each fund is calculated as follows:
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where, Ri,t refers to rate of return of the i unit trust at time t, NAVt means net asset value at time t, NAVt-1 is net asset value one period before time t, and Dt indicates dividend or cash disbursement at time t.

In this study, three standard methods namely the Sharpe’s index, Treynor’s index, and Jensen’s Alpha index are employed to evaluate the performance of Islamic unit trust funds. The Sharpe’s index is calculated by subtracting the risk-free rate from the rate of return for a portfolio and dividing the result by the standard deviation of the portfolio returns, which can be calculated as follows:
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However, Sharpe index was found to have some biasness and Jobson and Korkie (1981) have modified the Sharpe index to the adjusted Sharpe’s index. Therefore, this study adopts the Adjusted Sharpe Index which is formulated as followed:
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where, ASi is adjusted Sharpe measure for fund i, Si is Sharpe Index measure for fund i, and N is number of observations.

Treynor (1965) developed the first measured of portfolio performance that included risk. The Treynor Index focuses on the portfolio’s undiversifiable risk known as the systematic risk and measured by beta. The Treynor measure can be explained by:
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where, Ti is Treynor measure for fund i, Ri is average return for fund i, RFR is average return on a risk free investment, and βi is the systematic risk or beta for fund i.

The Jensen Index or alpha was developed by Jensen (1968) based on the capital asset pricing model (CAPM). Alpha is used to determine by how much the realized return of the portfolio varies from the required return, as determined by CAPM, which can be expressed as follows:

α = Rp – [Rf + (Rm – Rf) β]


where Rp is the realised return of portfolio, Rm is the market return, and the Rf is the risk-free rate. Again, this measurement was modified by Jobson and Korkie (1984) due to biasness and was named the Adjusted Jensen Index which is also applied in this study:
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where, αi is alpha or the Jensen measure for fund i, and βi is the systematic risk or beta for fund.

Measurement of Risk and Diversification

Standard deviation is a measurement of total risk on investments. It can be explained by:

σ = (∑ (Ri,t – Ri)2 / (N – 1))1/2

where, Ri,t is rate of return of the i unit trust at time t, Ri is average return for fund i, and N is number of observations.

The systematic risk on investments is measured using the beta. Beta of a security can be expressed by:
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where, βi is systematic risk or beta for fund i, Cov (Ri, RM) is covariance between fund returns Ri and market returns RM, Var (RM) is variance of market returns RM. It is important to note that the βi is systematic risk or beta for fund considered here is consistent with the betas considered in the Treynor Index and Jensen alpha since in all three circumstances, the betas are representing the systematic risk. All the betas are derived through statistical formulation, not through regression analysis.

The R2 coefficient of determination is used to measure the degree of diversification of the fund relative to the diversification of the market portfolio. It is used to statistically identify the relevance of a beta coefficient by indicating the % age of an individual security’s return that can be explained by its relationship with the market return. Securities that are highly correlated with the market will have betas with high R2 values. Similarly, if securities are combined into well-diversified portfolios, the explanatory power of the portfolio’s beta coefficient (its R2) will be higher. The R2 coefficient of determination as a measure of diversification has been adopted by many studies, particularly in assessing diversification level of unit trusts (see, for example, Debasish, 2009 and Westerfield, 1973).

The R2 coefficient can be explained as follows:

[image: art]

where, n is number of observations, ŷi is estimated value of the dependent variable for each value of the independent variable, yi is the ith value of the dependent variable, and [image: art] is average value of the dependent variable.


Table 1
Summary of measurements
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RESULTS AND DISCUSSIONS

In efforts to analyse the performance of the Islamic unit trusts during the 2007 global financial crisis, the study compares the performance of the Islamic unit trusts against that of the market and risk free returns in the three sub-periods. In this section, we report the non risk-adjusted returns, the risk-adjusted returns, and the risk and diversifications of the Islamic unit trusts and the selected benchmarks in the three sub-periods.

Non Risk-adjusted Returns of Islamic Unit Trust Funds

The non-risk adjusted returns are obtained by dividing the monthly closing price of the portfolio for a particular period with the number of observations in that period. It is basically an average return of the unit trust for a particular period. Table 2 summarises the descriptive statistics of non risk-adjusted returns for the Islamic unit trust, market returns (FBMS) and risk-free returns (Malaysian 3-month T-bill) over the three sub-periods of the study.

Panel 1 of Table 2 (for whole sample period) shows the mean returns of the Islamic unit trust, market index, and risk-free asset over the entire period of study (January 2000–December 2009). The average monthly return for Islamic unit trust is 0.45% or 5.40% per annum, while the average monthly market returns is 0.46% or 5.52% per annum. While slightly lower, the performance of the Islamic funds is comparable to that of the market since there is just slight difference between the returns of the Islamic unit trust and that of the market of about 0.01% per month or 0.12% per annum. Market risk premium is the amount of return above the risk-free rate that investors expect from the market in general as compensation for systematic risk. On average, market risk premium measured by the difference between the market return with the risk free return, is a positive 0.23% per month or 2.76% per annum.

Panel (2) (for non-crisis period) shows return performance over the non-crisis period (January 2000–December 2004). It shows that the Islamic unit trusts on average yield a positive return of 0.14% per month or 1.68% per year. In this sub-period, the Islamic unit trusts show better performance than the market return of 0.01% per month or 0.036% per year. It is also shown that during this period, the market risk premium becomes negative –0.217% per month or –2.604% per annum. Panel (3) exhibits the Islamic unit trusts’ returns performance over the up-market sub-period. Interestingly in this sub-period, the Islamic unit trusts show the best performance compared to the rests of the sample periods with a positive yield of 1.24% per month or 14.88% per year. Despite this, the Islamic unit trusts return of 1.24% per month is clearly lower than the market return of 1.46% per month which is equivalent to 17.52% per year.



Table 2
Descriptive statistics of Islamic unit trusts, market portfolio, and risk-free returns



	Period
	N
	Minimum
	Maximum
	Mean
	Mean
Return (%)



	(1) Whole sample
(January 2000 to December 2009)



	Islamic unit trust
	246

	–0.0146

	0.0257

	0.0045

	5.400




	Market (FBMS)
	
	–0.1401

	0.1150

	0.0046

	5.520




	Risk free
	
	0.0015

	0.0029

	0.0023

	2.760




	(2) Non-crisis
(January 2000 to December 2004)



	Islamic unit trust
	600

	–0.0191

	0.1556

	0.0014

	1.680




	Market (FBMS)
	
	–0.1401

	0.1146

	0.0001

	0.036




	Risk free
	
	0.0015

	0.0026

	0.0022

	2.640




	(3) Up-market
(January 2005 to June 2007)



	Islamic unit trust
	870

	0.0451

	0.3084

	0.0124

	14.880




	Market (FBMS)
	
	–0.0471

	0.1150

	0.0146

	17.520




	Risk free
	
	0.0017

	0.0029

	0.0024

	2.880




	(4) During crisis
(July 2007 to December 2009)



	Islamic unit trust
	990

	–0.0146

	0.0046

	–0.0014

	–1.680




	Market (FBMS)
	
	–0.1312

	0.0982

	–0.0027

	–3.240




	Risk free
	
	0.0015

	0.0029

	0.0024

	2.880




Note: N is number of samples; FBMS is FTSE Bursa Malaysia EMAS Shariah Index.

The performance of the Islamic unit trusts during the crisis is shown in Panel (4). In the aftermath of the crisis, it seems that unit trusts are still trailing the market, giving a negative adjusted return. However, the Islamic unit trusts show better performance compared to the market with a return of –0.14% per month or –1.68% per annum rather than the market which yield a return of –0.27% or –3.24% per annum. Again, the market risk premium becomes negative during this period with a –0.51% per month or –6.12% per annum.


Risk-adjusted Returns of Islamic Unit Trust Funds

Table 3 presents the comparative performance analysis against the market portfolio over a 10-year period for the Islamic unit trust that includes Treynor’s Index (TI), Adjusted Jensen’s Alpha Index (AJI), and Adjusted Sharpe Index (ASI) by sub periods. For the overall data, it can be seen that 34.72% of the Islamic unit trusts perform better than the market in terms of TI and AJI. The result is even higher in terms of ASI where half of the Islamic unit trusts or (51.39%) outperform the market. Averaging across measures, for the whole sample data, 40.28% of the Islamic unit trusts perform better than the market index. However, the results are different as we divide it into three different sub periods which are the normal period, before crisis, and during the crisis.

It is shown that during the non-crisis period, 30% of the Islamic unit trusts are able to outperform the market portfolio in terms of TI and ASI. A relatively lower result is seen under the AJI as only 10% of the unit trusts or one Islamic unit trust is able to do well than the market. This brings to one of the lowest average of the Islamic unit trusts outperforming the market amongst other sub period since only 23.33% of the Islamic unit trusts perform better during the normal period. The result is even more interesting in the up-market sub-period as all the Islamic unit trusts are seen to outperform the market portfolio when it is measured under the ASI. However, when it is analysed using the AJI, none of the Islamic unit trusts seemed to perform better than the market and only 27.59% of the Islamic unit trusts are able to do well than the market under the TI. On average, 42.53% of the Islamic unit trusts are able to outperform the market portfolio during this period.

Contradictory findings to the previous up-market sub period’s results are proven during the crisis sub period. Evidently, majority of the Islamic unit trusts or 72.73% are able to perform better than the market during the crisis under the AJI compared to the ASI of only 15.15%. It can also be seen that during the crisis sub period recorded the highest average outperformance result amongst all sub periods as 43.43% of the Islamic unit trusts are able to outperform the market portfolio. Nevertheless, analysing the performance of the complete data resulted in the lowest average outperformance findings as only 20% of the Islamic unit trusts have better performance than the market benchmark.



Table 3
Performance of Islamic unit trusts against the market by sub-periods



	Period
	Treynor’s Index
	Adjusted Jensen’s Alpha Index
	Adjusted Sharpe Index



	(1) Whole sample (January 2000 to December 2009)
	
	
	



	Total Number of Samples
	72

	72

	72




	No. of funds outperform FBMS
	25

	25

	37




	% of funds outperform FBMS
	34.72

	34.72

	51.39




	(2) Non-crisis
(January 2000 to December 2004)
	
	
	



	Total Number of Samples
	10

	10

	10




	No. of funds outperform FBMS
	3

	1

	3




	% of funds outperform FBMS
	30.00

	10.00

	30.00




	(3) Up-market
(January 2005 to June 2007)
	
	
	



	Total Number of Samples
	29

	29

	29




	No. of funds outperform FBMS
	8

	0

	0




	% of funds outperform FBMS
	27.59

	0.00

	0.00




	(4) During crisis
(July 2007 to December 2009)
	
	
	



	Total Number of Samples
	33

	33

	33




	No. of funds outperform FBMS
	14

	24

	5




	% of funds outperform FBMS
	42.42

	72.73

	15.15




Note: FBMS is FTSE Bursa Malaysia EMAS Shariah Index.

Risks and Diversification of Islamic Unit Trust Funds

Beta and standard deviation are used to measure systematic risk and total risk whereas the R2, or the coefficient of determination is used to measure the degree of diversification of the fund relative to the diversification of the market portfolio. All the betas, standard deviations, and R2 coefficients of the Islamic unit trusts and the market portfolio for all the sub-periods are shown in Table 4. As shown in the table, over the 10-year period, the beta value of the Islamic unit trusts is 0.792 which indicates that the Islamic unit trusts are sensitive to changes in the market or in other words the FBMS movements will have greater impact on the Islamic unit trusts. The beta value for unit trust ranges from a low of 0.744 during the crisis years to a high of 0.853 during the up-market sub period. The complete data sample shows a beta value of 0.755. Table 3 also reveals the total risk of the Islamic unit trusts and the market portfolio.


Table 4
Statistics of Islamic unit trust and market portfolios betas, standard deviations, and R2 coefficients



	Period
	Beta (β)
	Standard Deviation (σ)
	Coefficient of Determination



	(1) Whole sample
(January 2000 to December 2009)
	
	
	



	Islamic Unit Trust
	0.792

	0.044

	0.742




	Market Portfolio
	1

	0.047

	1




	(2) Non-crisis
(January 2000 to December 2004)
	
	
	



	Islamic Unit Trust
	0.778

	0.045

	0.672




	Market Portfolio
	1

	0.047

	1




	(3) Up-market
(January 2005 to June 2007)
	
	
	



	Islamic Unit Trust
	0.852

	0.037

	0.746




	Market Portfolio
	1

	0.037

	1




	(4) During crisis
(July 2007 to December 2009)
	
	
	



	Islamic Unit Trust
	0.744

	0.049

	0.759




	Market Portfolio
	1

	0.057

	1





Note: R2 > 0.5 indicates a good diversification level of the unit trusts investments.

As shown in Table 4, consistency of the higher standard deviation of the market portfolio than the standard deviation of the Islamic unit trusts can be seen as in all of the periods. Despite this, both recorded the highest standard deviation during the crisis period than the rest of the period. This can be explained by the nature of the economic crisis whereby the total risk measured from the combination of systematic and unsystematic risk will normally increase during this period.

The R2 coefficients of more than 0.50 indicate that the variation in the market return can be well explained by the Islamic unit trusts’ return. Therefore, the Islamic unit trusts are shown to have good diversification level since all the results of the R2 coefficients in Table 4 have values of more than 0.50.


CONCLUSIONS AND IMPLICATIONS

Major Findings

The primary focus of this study is to ascertain the relative performance of Islamic unit trust funds against the market across three different economic sub-periods, namely the non-crisis period, before crisis period (up-market) and during crisis period (down-market). This study employs four different performance measures that include the raw return, Treynor’s Index, Adjusted Jensen’s Alpha Index, and Adjusted Sharpe Index. The study show consistent evidence that the Islamic unit trusts perform better than the market during a down market, while in a non-crisis period, the performance of the Islamic unit trusts are comparable to that of the market. These findings are robust and consistent based on the various performance measures being adopted in this study. Additionally, the changing beta value of the Islamic unit trusts over the various sample period suggests that the Islamic unit trusts are sensitive to the changes in the market particularly during the up-market, but relatively less sensitive in the down market period. Consistently throughout the analysis, the Islamic unit trusts are shown to be well-managed as they are shown to have commendable diversification level in all sub-periods.

These findings provide further support to the earlier studies (such as Fikriyah et al., 2007; Ismail & Sakrani, 2003) that the Islamic unit trusts are able to outperform the market particularly during a down market such as during a global financial crisis. The consistent evidences provided by this study suggest that the Islamic unit trust funds can be a viable alternative to the conventional investment option particularly during market uncertainties. The Islamic unit trusts investment can also be regarded as effective hedging instruments during the crisis period.

Implications of Study

The findings of this study have important practical implications particularly for the industry players. In line with the findings of this study, the industry players are able to strategise their portfolio accordingly in anticipation of changes in the macroeconomic conditions. These findings suggests that the Islamic unit trust funds can be an ideal hedging instrument during a down market and provide potential portfolio diversification benefits for the investors. Based on these findings, the investors could strategise and diversify their portfolio accordingly during different market conditions.

As for the relevant regulatory authorities such as the central banks and securities commissions, the findings of this study suggest that the Islamic unit trusts industry should be further supported as it provides avenues for diversification for the investors, thus, benefiting the market in general. In particular, the regulatory bodies could provide specific incentives and enhance the regulatory framework pertaining to the Islamic unit trusts industry to support growth of the industry.

Scope of Study and Direction for Future Research

The findings of this study could be further validated if the sample includes the unit trust funds from other countries and are expanded to other types of Islamic unit trust funds. The results could also be enhanced if the study makes a comparison between the Islamic and conventional unit trust funds. By way of extension, future studies could analyse the performance of the Islamic unit trusts in other countries and consider other types of Islamic unit trusts. A comparative study between the Islamic and conventional unit trust funds during the global financial crisis would also be of interest particularly to the industry players. In efforts to enrich the literature, various aspects of the Islamic unit trusts such as the sizes and the categories of the Islamic unit trust as well as other characteristics such as the fund managers serving term, fund managers are foreign or local, as well as fund managers’ gender as it might also affect the performance. Additionally, a comparison of the performance of the Islamic unit trusts during various incidences of financial crises would also be enriching to the literature as it enable more conclusive findings.
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ABSTRACT

Following a CEO turnover, a company may select an internal or external successor. The objective of this study is to determine if firm performance, board attributes, ownership structure and incumbent power influence the decision of whether to elect an internal or external candidate. Results from logistic regression analysis on 145 succession events over a four-year period (2002 to 2005) indicate that firms which are controlled by blockholders tend to select an outsider as the successor. Further, firms that are controlled by family members and position their former CEOs within the firms are more likely to select insiders as successors. However, firm performance, board composition, CEO duality and turnover type do not affect the selection choice. This study implies that poor firm performance does not necessarily lead to outside CEO selection choice. Further, boards of Malaysian PLCs are not effective in choosing outsiders as successors as both board composition and CEO duality do not necessarily select outsiders to become new CEOs. Another implication of this study is that former CEOs who continue their directorship in the same companies do have some power in naming new CEOs as the former tend to select insiders as successors.

Keyword: CEO succession, corporate performance, corporate governance

INTRODUCTION

The issue of who the successor will be in a Chief Executive Officer (CEO) turnover is always an important concern in organisational theory. This is because the choice of successor origin need to be carefully determined by the company as the impact of this selection will significantly influence firms’ future strategies, policies and performance (Khurana, 1998). He adds that the decision to fire poorly performing CEO does not benefit the firms or shareholders unless the board of directors appoints a more capable successor.


The selection of the successor, either from inside or outside the company will be determined by the board of directors. The board may decide to limit its search to inside candidates or it may decide to broaden its search by considering outside candidates. The choice of a successor becomes a debate because the internal or external successor has his or her own strength. The proponents of insider succession highlight the importance of continuity and loyalty (Kotter, 1982; Lauterbach, Vu, & Weisberg, 1999). In contrast, an outsider succession may occur when there is organizational stress, such as poor performance, as outsider successions are generally prescribed as a remedy for firm difficulties (Parrino, 1997; Cannella & Lubatkin, 1993).

Despite the drop in the number of CEO succession events worldwide since 2003 until 2010 (Favaro, Karlsson, & Neilson, 2011), CEO succession is an important concern not only in developed countries, but also in Malaysia. However, little is known as to factors that lead to the decision of whether an insider or an outsider should become a successor. To the best of our knowledge, no studies have been conducted thus far in Malaysia to investigate the issue. Thus, the main objective of this study is to examine the selection choice of CEO successors, that is, either from an inside or outside source. In addition, this study investigates whether company performance, board attributes, ownership structure and incumbent CEO’s power influence CEO selection choice in Malaysian public listed companies (PLCs). Malaysia is of interest not only because it is a developing country with an emerging capital market but also because of its unique corporate governance structure. While corporate governance, particularly the board structure, follows the Anglo-American model, the ownership structure is more towards the Franco-Germany model, whereby family ownership and state (or government) ownership is prevalent (Thillainathan, 1999). Similarly, Gibson (2003) argues that Malaysian companies are more often held by founding families and operate in an environment of relatively poor enforcement of shareholder’s legal rights.

Results from the logistic regression analysis for the period of 2002–2005 reveal that firms that are controlled by block holders tend to select outsiders as successors. In contrast, firms that are governed by families and retain their former CEOs with other directorship post are more likely to name insiders as successors. Based on our results, it is hoped that this study will provide guidance to companies in their decisions that is whether to select inside or outside candidates as successors. Besides ownership structure, the power of CEO is amongst the factors that need to be considered by firms before they select their CEOs.

The rest of this paper is organised as follows. First, we discuss the literature review and theoretical development. Next, the methods employed are presented. This is followed by a discussion of results. We end the paper with a conclusion section.

LITERATURE REVIEW AND THEORETICAL DEVELOPMENT

The literature on CEO succession suggests several viewpoints related to the selection decision, i.e. the adaptive view, inertial view, scapegoating view and contingency view (Cannella & Lubatkin, 1993). Proponents of the adaptive view argue that organisations change or adapt in response to the environmental challenges and that CEO selection decisions represent an important adaptation mechanism. Accordingly, poor performance increases the likelihood of CEO turnover and when performance is poor, the board of directors will favour outside candidates as they believe outsiders are more capable of changing the mission, objectives and strategies of the firm than the insiders.

The second view of succession is the inertial view and proponents of this view argue that the selection process is relatively unadaptive because many people with vested interests are involved (Shen & Cannella, 2002). Proponents are of the view that environment continues to change but companies, particularly the large ones, often resist to change, even when faced with poor performance. These companies tend to select internal candidates if they decide to change the CEO.

The third view of succession is the scapegoating view. Boeker (1992) provides evidence that powerful CEOs of poorly performing firms will deflect the blame onto weaker subordinates. These weaker subordinates are subsequently dismissed while the CEO remains. The final view of succession is contingency view which is based on the sociopolitical approach to CEO succession. Advocates of this view suggest that several sociopolitical factors moderate the relationship between performance and the board of directors’ decision making, causing the board of directors to react differently to a similar performance information (Cannella & Lubatkin, 1993).

Inside and Outside Succession

The major concern of this study is the selection of new CEOs whether from internal or external sources. Pfeffer (1981) claims that a new CEO, whether an insider or an outsider, can either enhance or diminish the power of the organisation’s board members. In addition, the choice of a successor has important consequences on the firm’s future strategies and structure.

There are many arguments related to the issue of who the suitable candidates would be. For example, Kotter (1982) argue that, insiders are more knowledgeable than outsiders about firms’ specific products, competitors, markets, customers and employees. This knowledge will help managers understand a large, complex, and diverse set of activities and lead them to make appropriate decisions. Furthermore, internal successions also promote loyalty and establish social networks including superiors, subordinates, peers and others through which they gain information and support needed to perform their job (Lauterbach, Vu, & Weisberg, 1999). In other words, insiders provide smooth transition and stability since they are well acquainted and have participated in developing the existing corporate strategy.

In contrast, Zinkin (2010) comments that bringing in an outside successor is essential when drastic changes are required. The outside candidates are more promising as they are not bonded by the existing policies. In addition, they do not have vested interest in the past and no previous decisions of their own to defend or to undo. Besides that, outside succession can enrich the company with new perspectives, fresh ideas and decisive actions (Furtado & Karan, 1990; Zinkin, 2010).

Our definition of an insider (internal successor) and an outsider (external successor) follows the definition proposed by Dalton and Kesner (1985), who define an inside successor as a manager or employee promoted from within a firm and an outside successor as a newly appointed top management from outside a firm.

Corporate Performance and CEO Succession

Boeker and Goodstein (1993) and Lauterbach et al. (1999) argue that poor past performance affects the origin of the new successor and their studies found that poor past performance leads to external selection choice. Alternatively, firms with good past performance tend to appoint an internal successor. External candidates who often have broader exposure and experience gained through their employment at other firms will introduce alternative ways to lead a poorly performing firm. In their study, Lauterbach et al. (1999) show that 60% of poor performers appoint outsiders as successors while 82% of top performers appoint insiders as successors. Their findings support the argument that firms with poor performance need to make some changes and external succession becomes more likely because an external successor is believed to conceive and implement fresh initiatives (Cannella & Lubatkin, 1993). Denis and Denis (1995) find that the ratio of operational income to total assets increases following the outside successor selection.

The above results support the adaptive view of succession that appointing new external CEOs by poorly performing firms may give good impression about the companies. The shareholders may view the new outsider CEO more superior than the former CEO as the external successor might add value to the company. Therefore, it is reasonable to believe that the owner of poor performing firms will prefer an outsider as they perceive an outsider will bring some changes to their companies, including the improvement of their companies’ performance (Cannella & Lubatkin, 1993; Boeker & Goodstein, 1993). Thus, based on the above arguments, we hypothesize that:

H1:    Poorly performing firms are more likely to appoint outsiders as CEO successors.

Board of Directors’ Attributes and CEO Succession

Boeker and Goodstein (1993) and Cannella and Lubatkin (1993) suggest that besides prior performance, other factors such as board attributes and ownership concentration do influence the choice of successors. The main function of a board is to act as the representative of the shareholders and as the central body for decision making in a company. In order to become an effective board, Malaysian Code of Corporate Governance (MCCG) suggests that one third of the board should consist of outside members and different individuals should hold the post of a CEO and a chairman.

Board composition

The composition of the board has an impact on the internal control system of a firm and it has been shown that a balanced board, including both inside and outside executives, will enhance the board’s role as an internal control mechanism (Khurana, 1998). With respect to CEO succession decisions, agency theory predicts that inside directors tend to support insiders and oppose outside candidates. The rationale is that an internal candidate may add value to the firm since he or she is already involved in developing and implementing the firm’s current policies (Khurana, 1998). Due to their knowledge and involvement, inside candidates are thus seen as the best candidates for CEOs.

Mizruichi (1983) argues that if a board is dominated by insiders, it will likely choose a CEO who poses a minimal threat of disruption and the most suitable person is typically someone from within the firm whom they already know. Hence, firms with insider-controlled boards tend to select insiders for their job and interest security as opposed to outsider-dominated boards. Likewise, agency theory also states that a board can potentially exercise control over managers and suggests that outsider-dominated boards act more independently in making CEO selection decisions. Therefore, we propose the following hypothesis.


H2:    Firms that have a high proportion of inside board members are less likely to appoint outsiders as CEOs.

CEO duality

Advocates of stewardship theory suggest that the combined functions of a CEO and a chairman (unitary leadership structure) provides unified firm leadership, and removes any internal or external ambiguity regarding who is responsible for firms, processes and outcomes. Haniffa and Cooke (2002) argue that efficiency in monitoring management can be enhanced through Chairman-CEO duality as less contracting is needed and information asymmetries is reduced. However, Pi and Timme (1993) claim that cost-efficiency and return on assets are lower when a CEO is also a Chairman. The argument is that the CEO-cum-Chairman will have concentrated power base which will allow the CEO to make decisions for his/her own-self interest at the expense of shareholders. Morck, Shleifer and Vishney (1988) suggest that the number of titles held by a single individual may indicate a power vested by that individual. Regarding the selection of the successor, Cannella and Lubatkin (1993) claim that a CEO who also holds the board’s chairmanship will increase the power of the incumbent CEO. Due to the power that they have, they will intervene during the selection of a new successor. They tend to nominate a potential candidate who will maintain their status quo; they will choose an insider as the successor. Based on the above argument, we hypothesize the following:

H3:    Firms that exercise CEO/chairman duality are less likely to appoint outsiders as CEOs.

Ownership Structure and CEO Succession

Family ownership

Family-controlled firms normally plan the succession of their CEOs by electing the heir apparent to be groomed up (Tsai, Hung, Kuo, & Kuo, 2006). This action is taken in order to ensure that their business empire will continue under the same family management. In the case of family controlled firms, profitability is not the only goal. According to Allen and Panian (1982), direct control by a family member, with all the power and privileges that this control confers on the other members of the family, may became a goal in itself. Indeed, controlling families may be willing to sacrifice some degree of corporate profitability in order to retain some degree of direct family control over the corporation. Family values like trust, altruism and paternalism can create an atmosphere of love for a business, and a sense of commitment is very important for family-owned companies (Chami, 1997). Therefore, due to their commitment and loyalty, even in the case of poor performance, family-controlled firms will select one of their family members as the successor. Thus, the following hypothesis is proposed.

H4:    Firms that are controlled by families are less likely to appoint outside successors as CEOs.

Blockholding

Sufficiently large ownership by blockholders can support more active boards and reduce agency problems by reducing management entrenchment (Aggarwal, Erel, Ferreira, & Matos, 2009). Davidson III, Nemec, Worrell and Lin (2002) claim that a successor in a blockholder-controlled organisation is expected to be an outsider as the board is not influenced by any controlling shareholders in making its decision. In the case of poor performing firms, an outside candidate is preferable as he or she is not responsible with the firm’s ongoing strategy and policy. Thus, new changes and fresh ideas will be introduced by the outside successor in order to improve firm performance. Hence, we propose that:

H5:    Firms that are controlled by blockholders are more likely to appoint outside successors as CEOs.

Turnover Type and CEO Succession

A CEO turnover can be classified either as a forced or voluntary turnover. Turnovers due to relay succession, normal retirement, early retirement and death or poor health condition are classified as voluntary turnovers (Friedman & Singh, 1989; Cannella & Lubatkin, 1993). On the other hand, a turnover event is categorised as forced if all officerships and directorships associated with the outgoing CEO were severed at the time of succession (Denis & Denis, 1995).

In a succession process, the type of turnover (forced or voluntary) may also influence the type of the successor (insider or outsider). Empirical evidence is not supportive of the adaptive view of succession which predicts that a forced turnover will lead to an outside succession. For example, Parrino (1997) documents that forced turnovers arising from poor performance are more likely to result in inside rather than outside successions. Similarly, Shen and Cannella (2002) find that 38 out of 65 dismissed CEOs (i.e. 58%) are succeeded by insiders. They claim that their result is not in line with the adaptive theory due to power dynamics within CEOs themselves. The power dynamics influence the selection process of the successor which, in turn, leads to an internal succession rather than an external succession. We thus test the following hypothesis:


H6:    Firms that experience forced turnover are less likely to appoint outsiders as CEO successors.

Predecessor Disposition and CEO Selection

Cannella and Lubatkin (1993) claim that CEO disposition (the change from one position to another within a firm) signals that the incumbent knowledge and expertise are still needed by a firm. Friedman and Singh (1989) state that firms with a healthy financial performance tend to retain their incumbent top management, whereas poorly performing firms tend to dismiss their top management. This statement is supported by Lauterbach et al. (1999) as they claim that former CEOs are often retained on the board as the chairman of the executive committee to utilise the CEO’s valuable knowledge on the company and business. The retention of former CEOs may also reflect significant shareholdings by the CEO and his family.

The existence of a predecessor on the board may also influence the selection of the successor, and it is reasonable to assume that firms that retain their former CEOs signal their preferences for some continuity (Lauterbach et al. 1999). Thus, an inside successor is preferable to an outside successor when the predecessor CEO is still holding an official position in the company. The reason is that an insider will continue with the existing policies and strategies established by the firm. In other words, the selection of an inside successor will secure both predecessor CEO job and other board members’ directorships (Boeker, 1992). Hence, we state the hypothesis as follows:

H7:    Firms that retain their predecessor CEOs are less likely to appoint outsiders as successors.

METHODS

Data

This study focuses on CEO succession for a four-year period from 2002 to 2005 inclusive. Year 2002 is selected as a starting year to control for the influence and consequences of the 1997/98 financial crisis. In addition, the MCCG was already in place during the period. A large number of companies suffered financial distress during the 1997–1998 period and were expected to reorganise their financial and operation policy in order to expand their businesses. The ending period of year 2005 is chosen due to the introduction of the new Financial Reporting Standards (FRS) in 2006 that replace the standards established by the Malaysian Accounting Standard Board (MASB). The new standards would have some impacts on the calculation of the accounting ratios used in this study1.

This study employs a logistic regression analysis to determine the relationship between performance, board composition, firm ownership, type of turnover, predecessor disposition and CEO selection choice2. The unit analysis of this study is CEO succession in Malaysian PLCs. The population comprises of companies that are traded and listed on Bursa Malaysia. There were 258 cases of CEO succession during the period 2002 to 2005. However, after omitting MESDAQ companies (4), delisted companies (28), financial institutions (6), companies with incomplete financial data (26), companies whose annual reports are inaccessible (12), companies whose CEO change more than once (33), companies with joint CEOs (2) and companies experiencing mergers and takeovers (2), we finally have 145 succession events in our sample3.

Variable Measurement

CEO origin (Outsider). The dependent variable is the CEO selection choice (i.e. insider or outsider). Successor origin is coded as “0” if the successor is from inside the firm, and “1” if from outside.

Average ROA (AVROA). Return on Assets (ROA) is the measure of firm performance. The ROA is measured as the ratio of accounting earnings before interest and taxes to the book value of assets. This study uses a two-year average performance because a firm usually does not immediately react to poor performance by replacing its CEO in the year the poor performance occurs (Boeker & Goodstein, 1993).

Board composition (BCOMP). Board composition is measured as the proportion of non-executive directors (NEDs) to the total number of directors on the board of the company. This method is used, among others, by Borokhovich, Brunarski, Donahue and Harman (2006).

CEO duality (DUALITY). The variable is coded as “1” if the outgoing CEO is also a chairman and “0”, otherwise. This measurement is used, for example, by Cannella and Lubatkin (1993).

Family ownership (FAMILY). Family ownership is defined as the proportion of ordinary shares owned by family directors group to the total shares outstanding (Haniffa & Cooke, 2002).


Blockholding (BLOCK). Blockholding is measured as a percentage of shares owned by individuals who hold 5% or more of the total shares outstanding (The Companies Act 1965, 1993, Para 69D).

Turnover type (TURNTYPE). Turnover type is classified as either voluntary or forced turnover. Succession theory suggests that there are at least four voluntary scenarios, namely relay succession, normal retirement, early retirement and death or poor health (Friedman & Singh, 1989; Cannella & Lubatkin, 1993). With respect to forced turnover, Dahya, McConnell and Travlos (2002) and Huson, Malatesta and Parrino (2004) identify forced turnover by examining the report released by the press including the Financial Times and the Wall Street Journal. They labeled a turnover as a forced turnover when the news articles state that a CEO is “fired” or “resigned” and in both cases the CEO must be less than 55 years old. In addition, if an announcement does not provide any reason for the departure, such as death, poor health, or the acceptance of other position elsewhere or within the firm stated, the departure is also classified as forced turnover. Further, removal is also considered as forced turnover since top management are removed before the expiration of their three-year term (Kang, 2002). This study adopts the above guidelines by Friedman & Singh (1989), Cannella & Lubatkin (1993), Dahya et al. (2002) and Huson et al. (2004) in determining if a turnover is forced or voluntary, upon reading the announcements found on the Bursa Malaysia website. A score “1” is given for a forced turnover and a “0”, otherwise.

Predecessor disposition (DISP). The variable is coded as “1” if the CEO stays in the company with a new position, and “0” if the CEO leaves the firm (see for example, Friedman & Singh, 1989).

Control variables: The control variables in this study are firm size, leverage and diversity. It is argued that large firms and those with many business segments (diversified) tend to select insiders due to the firms’ complex structure and policy, while firms with high leverage prefer outsiders as they believe outsiders can better turn around firm performance and decrease the leverage level of the firms (Dalton & Kesner, 1983; Parrino, 1997; Haniffa & Cooke, 2002; Renneboog, 2000, Berry, Bizjak, Lemmon, & Naveen, 2006). Firm size (FSIZE) is measured as the natural log of total assets, and firm leverage (LEV) as the proportion of total debt to total assets. For firm diversification (DIVERS), “1” is given for firms that have more than one business segment, and “0”, otherwise (Berry et al., 2006).


RESULTS AND DISCUSSION

Table 1 shows the descriptive statistics of the characteristics of sampled firms. Out of the 145 succession firms, 74 (51%) firms tend to select insiders as successors while 71 (49%) firms select outsiders as successors. The mean ROA shows that inside selection has a lower mean than outside selection and both ROA means have positive values which indicate that on average the sample firms are not having financial difficulties. On average, 62% of the board members are non-executive directors with a mean of 0.648 for outside selection and 0.614 for the inside selection. Interestingly, both ownership structures (family and block holders) significantly influence CEO selection choice as both independent t-test and Mann Whitney U test display a statistically significant difference for the above-mentioned variables. Firms that are controlled by families are more likely to select insiders as successors as the mean for family-controlled firms is much higher in the inside selection sample as compared to outside selection sample. In contrast, the mean of blockholders for outside selection (53.206) is higher than that of blockholders in the inside selection (42.132). This result indicates that when firms are controlled by blockholders, they are more likely to select outsiders as successors. In relation to firm characteristics, the size of firms in the outside selection sample are larger than firms in the inside selection sample. The mean of total assets in outside selection is RM2976 million compared to RM949 million in the inside selection. Firms in the outside selection sample also have a higher leverage (29.180) than firms in the inside selection sample (25.361).


Table 1
Descriptive statistics for continuous variables
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Table 2 reports the descriptive statistics for the dichotomous variables. Regarding CEO/Chairman duality, 95.9% of the firms separate the role of CEO and Chairman. For CEO disposition, only 56 (39%) predecessors remain in the company with other directorships while 89 (61%) of them leave the company. From 145 turnover cases, 83 cases are classified as forced turnover and 62 cases are determined as voluntary turnover. For firm diversification, 100 of 145 firms have more than one business segment as compared to 45 firms that are classified as focused firms.


Table 2
Descriptive statistics for dichotomous variables



	Variables
	All sample (n = 145)
	Outsider (n = 71)
	Insider (n = 74)



	DUALITY



	“1” CEO = Chairman
	6 (4.1%)

	2 (2.8%)

	4 (5.4%)




	‘0” CEO ≠ Chairman
	139 (95.9%)

	69 (97.2%)

	70 (94.6%)




	DIVERS



	“1” Firm with > 1 business segments
	100 (69.0%)

	45 (63.4%)

	55 (74.3%)




	“0” Firm without business segment
	45 (31.0%)

	26 (36.6%)

	19 (25.7%)




	DISP



	“1” Former CEO holding other post
	56 (38.7%)

	15 (21.1%)

	41 (55.4%)




	“0” CEO out from company
	89 (61.3%)

	56 (78.9%)

	33 (44.6%)




	TURNTYPE



	“1” Forced turnover
	83 (37.2%)

	52 (73.2%)

	31 (41.9%)




	“0” Voluntary turnover
	62 (62.8%)

	19 (26.8%)

	43 (58.1%)




Table 3 summarises the correlation between all variables involved in this study. Among the independent variables, a significant correlation (correlation coefficient of –0.59) is found between turnover type and predecessor disposition. This indicates that firms which experience CEO forced turnover are less likely to retain their predecessor CEO as a member of their board or management team. Based on Hair et al. (2006), multicollinearity is not a severe problem here because the correlation coefficients are less than 0.7.



Table 3
Correlation of variables (N = 145)
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Table 4 shows the relationship between firm performance, board attributes, ownership structures, predecessor power and outside CEO selection choice, using logistic regression analysis. The model reports a significant chi-square statistics at a 1% level, suggesting a good fit of the model. The overall classification accuracy is 71.0% and the model is able to correctly classify 69.3 % of firms that select outsiders as successors and 72.8% of firms that select insiders as successors. The Hosmer-Lemeshow goodness-of-fit is more than 5%, which indicates that the model estimates fit the data at an acceptable level. The Nagelkerke R² is 30.4%, suggesting considerable explanation between dependent and independent variables.

Results shown in Table 4 reveal that there is no significant relationship between each of performance, board composition, CEO duality, and turnover type, and outside CEO selection choice. Thus, the findings do not support Hypotheses 1, 2, 3 and 6. The findings thus indicate that performance, board composition, CEO duality and turnover type do not influence the decision of whether to appoint an insider or an outsider as a successor. These findings fail to support the adaptive view of succession as far as firm performance is concerned. Rather, it supports the contingency view which suggests that board of directors react differently to similar performance information. The relationship between performance and CEO selection choice is not significant because several socio-political factors may moderate the relationship between firm performance and CEO selection choice (Cannella & Lubatkin, 1993). However, it is not the objective of this study to examine the moderating effect of the factors on the said relationship.



Table 4
Logistic regression analysis: Outside CEO selection choice Independent variables



	Independent variables
	Expected sign
	B
	SE
	Wald Ratio
	P-value
	Exp (B)



	AVROA
	–

	–0.170

	1.314

	0.017

	0.449

	0.844




	BCOMP
	+

	–0.216

	1.073

	0.041

	0.420

	0.806




	DUALITY
	–

	–0.005

	0.967

	0.000

	0.500

	0.995




	FAMILY
	–

	–0.028

	0.010

	7.067

	0.004***

	0.972




	BLOCK
	+

	0.023

	0.010

	5.017

	0.013**

	1.023




	TURNTYPE
	–

	0.347

	0.483

	0.516

	0.237

	0.461




	DISP
	–

	–1.061

	0.501

	4.478

	0.017**

	0.346




	FSIZE
	–

	0.263

	0.325

	0.657

	0.209

	1.301




	LEV
	+

	0.008

	0.007

	1.042

	0.154

	1.008




	DIVERS
	–

	–0.775

	0.454

	2.914

	0.044**

	0.461




	CONSTANT
	+/–

	–1.610

	2.148

	0.562

	0.227

	0.200




	Ch-square χ
	37.468***

	
	



	Degree of freedom
	10

	
	



	Hosmer and Lemeshaw
	62.6%

	
	



	Cox and Snell R²
	22.8%

	
	



	Nagelkerke R²
	30.4%

	
	



	Mc Fadden Pseudo- R²
	18.5%

	
	



	Classification Accuracy: Overall
	
	
	



	- Outsider Selection
	71.0%

	
	



	- Insider Selection
	69.3%

	
	



	Sample Size
	72.8%

	
	



	- Outside Selection
	145

	
	



	- Inside Selection
	71

	
	



	
	74

	
	



Findings of this study also support the statement by Gibson (2003) that the power of board reduces when the ownership is concentrated in one hand of individuals. Due to their limited power, their nomination of CEO new successor may not be agreed by concentrated shareholders, which in turn will select their preferred CEOs from their families or colleagues. Further, forced turnover also do not lead to CEO inside selection.

As far as family ownership is concerned, the result supports H4. This study provides evidence that outsiders are not preferred in family-owned firms. An internal successor is appointed in family-owned firms in order to maintain family status quo, control and job security. Conversely, firms that are controlled by blockholders are more likely to choose an outsider as a successor, lending support to H5. As board of directors in blockholders-controlled companies are not influenced by shareholders in making its decision, the outsiders will be selected as successors.

H7 predicts that firms that retain their predecessor CEOs are more likely to appoint insiders as successors, and our result supports the hypothesis. This implies that the existence of a predecessor on the board may also influence the selection of the successor because it is reasonable to assume that firms that retain the former manager in their organizations signal their preferences for some continuity (Lauterbach et al., 1999). Thus, an inside succession is preferable than an outside succession when the predecessor CEO is still a director.

CONCLUSION

The main objective of this paper is to examine whether firm performance, board attributes, ownership structure, turnover type and predecessor disposition influence the selection of CEO successors, i.e. whether they are selected from inside or outside a company. This study fails to find a significant relationship between performance and CEO selection choice. In addition, this study finds that board attributes (i.e. the proportion of outside members on board and CEO/Chairman duality), are not significant in determining CEO selection choice. However, our evidence suggests that firms tend to select an outsider as a successor when they are controlled by blockholders. Further, firms that are owned by families and retain their incumbent CEOs are more likely to choose an insider as a successor.

The major implication of this study is that poor prior performance does not necessarily lead to an outside successor, a finding which is different from those of most previous studies (see Lauterbach et al., 1999; Cannella & Lubatkin, 1993; Denis & Denis, 1995). The notion of the adaptive view in that outside succession will attract investors’ attention that may increase firm future performance is not applicable in the Malaysian environment. Rather, the contingency view which suggests that directors react differently to similar performance information is likely to be applicable.

This study also has important implications for corporate governance and ownership structure of organisations which consequently will help companies and policy makers in strategizing CEO successions. Boards of the Malaysian PLCs should be more effective in choosing outsiders as successors, as this study finds that both board composition and CEO duality do not necessarily lead to CEO outside selection. This condition may be due to concentrated ownership in Malaysian PLCs which reduces the power of the board in making their decisions regarding CEO successions. Firms that are controlled by block holders are more likely to select an outsider as a successor. This finding reveals that block holders will have more information and communicate extensively with outsiders. As a result, they are able to find a suitable outside candidate to fill the vacant post. Firms that are controlled by families are more likely to choose an insider as a successor for continuity of policies, structure, control and security. These firms believe that an insider will provide a smooth transition and stability since he or she is well acquainted and have participated in developing existing corporate strategies.

Other implication of this study is that the power of predecessor CEO influences the choice of the successor. Firms that retain their former CEOs tend to select an insider as a successor for the sake of the former CEOs’ security as well as other board members’ security.

Finally, this study provides a basis for future research on CEO succession which can be extended in many ways. First, in order to increase the sample size of CEO change events, future studies need to include a longer time period so that the results can be generalized. Further, as this study focuses on the direct relationship between corporate performance and CEO change, future studies may include moderating variables that may intervene this relationship such as ownership structure and incumbent CEO power.

NOTES

1.   The main difference between FRS and MASB is in the presentation of the income statement which affects the determination of firms’ ROA.

2.   Hair, Black, Babin, Anderson and Tatham (2006) explain that both logistic regression and discriminant analysis are appropriate statistical techniques when the dependent variable is categorical (nominal or nonmetric) and the independent variables are metric variables. However, logistic regression is preferable because it is less affected when the basic assumptions, particularly normality of the variables and equal variances are not fulfilled. Therefore, results produced by logistic regression are more robust than discriminant analysis when these assumptions are not met.

3.   The omission of MESDAQ companies is due to its newly established market in 2005 and the exclusion of financial institution is because of the different method used in presenting their financial statement which affects the calculation of accounting ratio. Companies whose CEOs change more than once are also excluded since at least two year performance is needed prior to and after turnover events. Companies with joint CEOs are omitted to avoid split turnover. Companies experiencing take-overs and mergers and are also excluded as both takeovers mergers are considered termination of one company or the new company was established from the combination of two companies. These activities may involve top management change including termination of the CEO and the selection of new CEO.
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ABSTRACT

Proper conceptualisation of key concepts is crucial to the development of any field of study. However, this is not necessarily true when it comes to the field of strategy. Although it is widely accepted that firm performance is an essential variable in the strategy literature and that diversification is the most commonly studied variable of strategy (Dess, Gupta, Hennart, & Hill, 1995) the issue of proper operationalisation is conspicuously absent. It is readily observable that there is a plethora of measures being employed to measure both diversification and firm performance. However, the measures of performance and diversification that have been employed have not been unanimously agreed upon. In addition to this general state of confusion, the issue of international variations across measures has not been evaluated. The present paper seeks to address the issues of conceptual operationalisation for performance and strategy across international boundaries.

Keywords: diversification, firm performance, strategy

INTRODUCTION

Firm performance has been and continues to be the pivotal variable across studies within the strategy literature (Dess, Gupta, Hennart, & Hill, 1995; Drucker, 1995; Gary, 2005). Likewise, diversification has been the most researched strategy topic (Dess et al., 1995). Given this wide spread acceptance of these two variables, performance and diversification, one would expect that a general consensus would have evolved over the years. Surprisingly, after a thorough review of the strategy literature it can be concluded that this has not taken place (Gary, 2005; Mayer & Whittington, 2003). Some researchers have even argued that additional attention should not even be directed to understanding this relationship (Ramanujam & Varadarajan, 1989). This harsh recommendation suggests that “The prospect for gaining new empirical insights by examining cross-sectional relationships between alternative measures of diversity and performance seems to be slim” (Ramanujam & Varadarajan, 1989, p. 543, emphasis added).

Instead of a convergence on these central variables, the complete opposite has developed. A plethora of measures have been employed over the past two decades and the proliferation of new measures continues unabated. Each researcher is free to pick and choose or develop privately developed measures for operationalising performance and diversification. The diversity of performance measures being used in research studies has continued to fan the flames of confusion and researchers are calling for a “more revolutionary approach, integrating the various perspectives to build a more realistic and effective theory of diversification (Hoskisson & Hitt, 1990, p. 644, emphasis added).

Given the current state of confusion that exists with regard to the topic of diversification and its relationship with performance the study of diversification continues to be a source of frustration for those trying to synthesise the reported results from a multitude of studies (Dess et al., 1995, Mayer & Whittington, 2003). In addition, the vast array of methods being utilised in measuring diversification has contributed significantly to a current state of confusion in the strategy literature (Gary, 2005; Robins & Wiersema, 2003). In an effort to rectify some of these concerns, the present study presents an empirical attempt to evaluate a variety of commonly used measures of firm performance and diversification within an international sample (Mayer & Whittington, 2003). Results highlight the differences across countries, and alternative measures of performance and diversification.

Several discrepancies have hampered the advancement of the study of strategy in general and diversification in particular. The root of these discrepancies revolve around three central issues:


	The operationalisation of firm performance.

	The operationalisation of diversification.

	The replication of research studies in a global environment.



The present study seeks to add to the body of knowledge presently available by undertaking a study of these discrepancies. By assessing the impact of theses discrepancies within the field of strategy it is hoped that further light can be shed on the diversification-performance linkage and its generalisability to other countries.

Although Dess et al. have suggested that the diversification-performance linkage is the single most researched topic in the strategy literature, their assessment of the research findings has lead them to concluded that in the end; “we know very little” (Dess et al., 1995). What we do not understood up to this time is why, given the vast amounts of studies conducted on the subject, can’t we more clearly articulate the effects of diversification on performance? Is it because the diversification construct itself is so slippery and hard to measure? Or does the confusion stem from the operationalisation of firm performance? How much impact do performance measures have on the outcome of a research study? In addition to these issues, are the findings in the strategy literature applicable to other countries? Or are the extant findings limited to U.S. firms?

These questions served as the impetus for the present study, which seeks to address and incorporate operationalisation issues over diversification, firm performance and international boundaries.

OPERATIONALISING FIRM PERFORMANCE

As is true of all research, it is believed that results of strategic management studies are measure specific. The vast array of research suggests utilising accounting-based measures of performance have suggested that diversification can lead to improved performance. On the other hand, studies assessing the value of firm performance using market-based measures report positive or no relationship between diversification and performance. Despite the accusations that have been levied against the use of accounting-based measures of performance they continue to be the most commonly used proxies of performance. This over reliance on accounting-based measures of performance may have unduly influenced the conclusions currently accepted in the strategy literature.

Accounting-based measures of performance in general, and profit-based measures of performance in particular, have long been widely accepted as valid measures of firm performance (Bettis, 1981; Bettis & Hall, 1982; Montgomery, 1982; Palepu, 1985; Rumelt 1974; 1982). Within the boundaries of the diversification literature several commonly accepted accounting-based measures of performance have become standards for comparison. Whether the measures are used in isolation or in conjunction with each other, the most frequently utilised measures of performance are return on assets (ROA), return on equity (ROE), and return on sales (ROS). A review of the strategy literature reveals that these few measures are indeed the most commonly employed means of assessing a firm’s performance.

Given our previous discussion, the use of accounting-based measures has been and continues to be considered valid and reliable measures of performance within the strategy literature. However, within the domain of accounting-based performance measures a great division exists concerning which measure to use. The plethora of accounting measures has resulted in wide variations and inconsistent findings within the field of diversification. The relationship among strategy types and performance measures has not been studied. Instead, the strategy/ performance relationship has been assumed to be unbiased or neutral and is ignored in the diversification literature.

On the other hand, it has been argued recently that a market-based approach is more accurate in measuring firm performance. In particular, Peter Drucker has suggestion something that is pivotal in measuring firm performance, when he stated; “until a business returns a profit that is greater than its cost of capital, it operates at a loss” (1995, p. 59). Researchers opting for the market-based measure of performance suggest that such a measure incorporates both the shareholders’ and industry’s evaluation of a firm’s future performance. Since the measure is forward looking it is argued that it is a more realistic valuation method for determining a firm’s value. It is this value that investors use in determining stock price. The most common measurement technique used in evaluating a firm’s value is the market-based system known as the capital asset pricing model (CAPM). However, CAPM suffers from its own problems, namely that it is not very easy to calculate.

In an attempt to combine the benefits of both market-based and accounting-based measures of firm performance Stern Stewart and Co. has introduced two indexes commonly known as economic value added (EVA) and market value added (MVA). The calculation of these measures allow for the use of commonly available accounting-based data and the inclusion of more market-based data like the CAPM without all of the inherent complexities. EVA and MVA measures are accepted as market-based measures of performance, which can be easily calculated using accounting-based information.

The basic tenet of EVA and MVA is that businesses should not invest in businesses, projects, or activities unless they can generate a profit over and above the cost of capital (Drucker, 1995; Misra & Kanwal, 2007; Reddy, Rajesh, & Reddy, 2011; Sharma & Kumar, 2010). The foundation for these measures is that the cost of capital has been ignored by traditional profit-based measures and indirectly factored into the CAPM. Assuming that the primary goal of most businesses is to create wealth for their shareholders, the cost of capital becomes a critical factor in determining the assessment of shareholder wealth, and therefore, it has been proposed that EVA/MVA may be a more accurate measure for assessing firm wealth (Misra & Kanwal, 2007).

According to the late Roberto Goizueta (past CEO of Coca-Cola), when he is been asked about MVA, “It’s the only way to keep score. Why everybody doesn’t use it is a mystery to me” (Tully, 1994, p. 143, emphasis added). MVA has been touted as the best way for evaluating how well a firm creates shareholder wealth (Reddy et al., 2011; Sharma & Kumar, 2010; Tully, 1994). Others have acclaimed EVA/MVA as “Today’s hottest financial idea and getting hotter” (Tully, 1993, p. 24) and “the financial performance measure that comes closer than any other to capturing the true economic profit of an enterprise” (Shil, 2009, p. 169). Misra and Kanwal (2007) also forcefully argue that EVA is the most significant measure of performance.

It has been proposed by Stern Stewart that traditional accounting-based measures, which are the most frequently used proxies of firm performance in the strategy literature, make an implicit assumption that the cost of capital is zero. Traditional accounting-based measures ignore the cost of raising capital through the use of equity. In comparison to generating capital via the use of debt, equity may erroneously be viewed as a source of free capital. Since there are no mandatory interest payments to be made, equity may be erroneously viewed as a windfall. However, the theory behind EVA/MVA argues that all capital comes at a cost and this cost needs to be factored into any evaluation of a firm’s profitability (Reddy et al., 2011; Sharma & Kumar, 2010; Shil, 2009).

It is argued that the all-to-frequent assumption that all performance measures are created equal and therefore, are all unbiased proxies of firm performance is a dangerous one. Instead, it is argued that the results of previous strategy research are a by-product of the type of measures used to operationalise performance. Therefore, performance measures and their relationships with different strategy types will vary depending on the performance measure used. Due to the unique composition of these performance measures the conclusions of previous diversification studies may have led to spurious conclusions, which have retarded the development of the field of strategy.


It is proposed, that in addition to the limited set of performance indices used in diversification research, additional measures of performance may exist that can help explain some heretofore-confusing research findings in the diversification literature. One such set of measures, which are actually not new, but have been largely ignored until recently is EVA and MVA (Shil, 2009; Stern, 1994; Tully, 1993; 1994). Known in the past among accounting circles as shareholder value analysis, EVA/MVA is rapidly gaining attention from academics and practitioners alike. EVA represents a discounted cash flow approach that produces the same results as shareholder value analysis, although it is structured differently (Mills & Print, 1995; Reddy et al., 2011; Sharma & Kumar, 2010).

 Profits have always been at the centre of attention for managers and investors and have played a pivotal role in assessing a firm’s overall performance. Indeed, it can be said that profits will literally make or break a company. The ability of a firm to generate profits for various important stakeholders are of primary importance to CEOs and executive managers, whose compensation packages are largely tied to a firm’s financial performance, namely profits. The importance of profit in most measures of performance is widely accepted and serves as the focal point of management’s interest. Therefore, the usefulness and importance of profitability measures in managing an organisation is clearly evident.

However, an overemphasis on profits and their associated measures may help explain the many problems plaguing diversification research. One problem with focusing solely on profitability is that the currently used measures ignore the cost of capital (Reddy et al., 2011; Sharma & Kumar, 2010; Tully, 1993; 1994). It is this exclusion of the cost of capital from performance measures that has concerned many in the financial arena and is viewed as a major flaw by EVA/MVA advocates (Misra & Kanwal, 2007; Stern, 1994; Tully, 1993; 1994). As is succinctly pointed out by Tully (1994, p. 162):


Accounting measures are seriously flawed, focusing solely on the returns obtained from company investments. To pass judgment as to whether a firm has indeed created economic or market value requires a comparison of the cost of capital and the resulting returns. It is argued that the cost of capital is a critical and necessary component in determining how efficiently capital has been utilized, which is not reflected in the “typical” accounting-based measures.




Given the wide variety of possible measures of firm performance that are readily available, the three most commonly utilised measures of performance (ROA, ROE, ROS), along with EVA, and MVA and their relationship with diversification will be investigated. Since this is an exploratory study of performance measures no a priori hypotheses have been proposed, other than to say that it is expected that there will be significant differences among the various proxies of performance, countries and measures of diversification. Further, it is expected that there will be significant differences between traditional accounting-based measures of performance (ROA, ROE, ROS) and market-based measures of performance (EVA and MVA).

OPERATIONALISING DIVERSIFICATION

Keats (1990), in a review of the strategy literature, expressed her suspicion regarding the performance/strategy relationship when she stated that:


…diversification and performance are multidimensional constructs and…identification of appropriate criteria for performance assessment depends on the strategy pursued. (emphasis added, p. 61)



Clearly, Keats is advocating that more attention and detail must be paid to the selection of performance variables. As suggested by Keats (1990), the possibility of unexpected interactions between various performance measures and different strategy types could lead to erroneous conclusions. Could it be that researchers have inadvertently biased their results by adopting measures of performance that unduly reflect the benefits of certain strategies, while downplaying the strengths of other strategies? It seems clear from the comments of Keats (1990) that if we are to accurately assess organisational performance it is imperative that strategy scholars employ multiple measures. The suggestion provided by Keats (1990) highlights the likelihood of contingent strategy/performance relationships that have been ignored in previous research studies.

In general, strategy scholars believe that relatedness across lines of business will result in better performance than unrelated diversification (e.g., Bettis, 1981; Bettis & Mahajan, 1985; Rumelt, 1974, 1982; Varadarajan & Ramanujam, 1987). Such a conclusion has been questioned by a variety of scholars (e.g., Amit & Livnat, 1988; Bettis & Hall, 1982; Dubofsky & Varadarajan, 1987; Palepu, 1985). Such discrepancies can sometimes be blamed on the different perspectives and methodologies used by researchers (Harrison, Hall, & Nargundkar, 1994; Hoskisson & Hitt, 1990; Montgomery, 1979; Venkatraman, 1989).

The operationalisation of diversification has been fraught with inconsistencies and dissension since its inception. Discussions and discrepancies over the inconsistencies among the various methods of assessing diversification have received a great deal of attention (Hall & St. John, 1994; Hoskisson & Hitt, 1990; Hoskisson, Hitt, & Moesel, 1993; Robins & Wiersema, 2003). After a review of all of the extant findings concerning the matter of construct validity, diversification still continues to generate discussion and study (Robins & Wiersema, 2003).

The bulk of research has opted for the entropy measure of diversification (Palepu, 1985). However, the Herfindahl and concentric (Montgomery & Hariharan, 1991; Robins & Wiersema, 2003) indexes have also been proposed as easy to use measures of a firm’s overall level of diversification. In a recent article by Robins and Wiersema (2003) the concentric measure of diversification was found to be a more conservative and accurate measure of diversification than the entropy index. One possible explanation for such findings is that the indexes are assessing different aspects of the diversification construct.

In support of such an argument, the interchangeableness of these common indexes is being questioned by Robins and Wiersema, who argue that:


…the measures do not capture exactly the same dimensions of portfolio strategy. Although they often have been viewed as alternative approaches to the common problem of measuring related diversification, the measures can produce contradictory results because they differ in their sensitivity to underlying dimensions of portfolio strategy. (2003, p. 43)



So, the issue of which measure of diversification is more accurate in assessing a firm’s level of diversification has not been settled. In order to test the effectiveness of the various diversification indexes it is necessary to incorporate multiple measures within the boundaries of a single study, where the results can be compared and evaluated. Only by comparison can the usefulness of the different proxies for diversification be truly assessed.


AN INTERNATIONAL PERSPECTIVE

The vast majority of diversification studies that have been conducted to date have adopted what can be called an American perspective (Geringer, Tallman, & Olsen, 2000). The adoption of such a perspective can be seen throughout the strategy literature and has had a tendency to retard the development of the diversification construct. The generally accepted typology relies on assessing the relatedness across lines of business in a corporate portfolio to determine diversification. Adopting such a typology, it has been widely concluded that firm performance is positively correlated with the apparent relatedness across businesses within a firm’s business portfolio (Rumelt, 1974, 1982).

It can be argued that the time is long past for viewing diversification from such a limited perspective and that the global nature of business has rendered such a perspective inept (Hitt, Hoskisson, & Hicheon, 1997). Given the rapid advances being made in technology and the evaporation of long held ideological differences across countries we are increasingly moving toward one globalised market. Based on the changing circumstances in the world, it is imperative that we broaden and redefine our understanding of the diversification construct. From a multinational (market) based view of diversification issues concerning diversifying into new countries and across international borders is becoming an every increasingly important topic in the field of strategy.

Although multinational diversification has attracted more attention over the past decade or so (Eun & Resnick, 1994; Karpik & Riahi-Belkaoui, 1994; Geringer, Beamish, & daCosta, 1989) results have been inconsistent at best. Even though the results have been inconclusive, previous studies unanimously suggest that the multinational (or market) diversification strategy is an important factor in determining a firm’s performance. Porter (1990, 1991) strongly argues that the adoption of a global perspective of strategy can become a direct or indirect source of competitive advantage by allowing firms to take their products overseas. Strategies that involve the transference of successful competencies that have been developed domestically to overseas markets are believed to have a greater chance of success when penetrating foreign markets. Therefore, multinational diversification provides an opportunity to outperform domestic industries.

Multinational diversification may very well be the heart of firm performance in the future (Porter, 1990, 1991). Regardless of the findings of past research studies, the importance of such research highlights the increasing frequency in which firms are engaging in multinational diversification. Given the importance of international markets to the survival of many companies the need to understand more fully the intricacies of multinational diversification can be clearly understood. Therefore, several measures of multinational diversification will be incorporated into the present study.

METHODOLOGY

Sample

The initial sample was drawn from the Stern Stewart Performance 1,000 for the year 2007. The primary reason for using the Stern Stewart data in forming the initial sample was that both EVA and MVA measures were calculated by Stern Stewart who is widely accepted as the authority on the calculation of EVA and MVA. In addition to using the Stern Stewart Performance 1,000 as a data source, additional data was collected from Stopford’s Directory of Multinationals and Compact-D Worldscope (2007). All additional information was collected from company annual reports. Due to incomplete data the final sample was made up of a total of 172 U.S. firms and 102 Japanese firms.

Measurement of Variables

To investigate the impact of firm performance measures across diversification strategies the following measurements were used as proxies for dependent, independent, and control variables. All variables used in the study were calculated as five-year averages. Given that the variables studied in this research will fluctuate from year-to-year, it was decided to use five-year averages. By using five-year averages it was possible to obtain a more stable and hopefully, a more accurate measure of a firm’s diversification strategy and its influence on firm performance. The influence of any single year on the results of this study was thereby avoided.

Performance measures

A common characteristic of past empirical studies on diversification is the use of accounting-based performance measures. Although accounting measures of performance have been the measures of choice among scholars of past empirical research (Geringer, Beamish, & daCosta, 1989; Kim, Hwang, & Burgers, 1989), market-based measures of performance have been receiving increasing attention (Amit & Livnat, 1988; Dubofsky & Varadarajan, 1987; Michel & Shaked, 1984). In an attempt to insure the comparability of the results of the present study across a broad range of research studies in the diversification literature, the decision was made to include both accounting- and market-based measures of performance. First, three measures of accounting-based performance, ROA, ROE and ROS, were included in the study and are measured in the following fashion:


ROA = (Net profit after-tax)/ (Total assets)

ROE = (Net profit after-tax)/ (Common stockholders equity)

ROS = (Net profit after-tax)/ (Sales)



Second, two market-based measures of firm performance, which more fully reflect investor expectations about the future profit of an organisation were included as measures of firm performance. The market-based measures utilised in this study include economic value added (EVA) and market value added (MVA). The market-based measures of performance were obtained from Stern Stewart (2007) and were calculated as follows:


EVA =  net operating profit after tax – cost of capital

MVA= company’s total market value (= debt + equity) – book value of company



Diversification Variables

Two different categories of diversification measures were used in the present study: product- and market-based diversification. Within each of these general diversification types two methods were used to calculate and assess diversification: entropy (Palepu, 1985) and concentric (Montgomery & Hariharan, 1991; Robins & Wiersema, 2003). The inclusion of the concentric index of diversification has been suggested by Robins and Wiersema (2003) to be a more accurate measure of diversification than previously employed measures and therefore, represents the most up-to-date measure available. The extension of the concentric index to incorporate and measure international diversification is unique to the present study and is offered as a potential new way to gain insight into the burgeoning field of international business. In a comparison of continuous measures of diversification, Robins and Wiersema (2003) concluded that the concentric index is a more valid indicator of diversification than previously used proxies. In order to test such a proposition, it was decided to include both variations of the diversification in the research study.


Product diversification

Although there are a variety of different measures of product diversification we choose to limit our study to the most commonly used continuous measures of diversification. Therefore, product diversification was operationalised using the entropy index (Palepu, 1985). This measure of product diversification represents the most commonly used continuous measure of diversification in the strategy literature and have been found to be both a reliable and valid measure of diversification. The measure evaluates the relative contribution of the major product/business segments of a firm to overall firm sales. The entropy measure of product diversification was calculated using the following formula:


PDVSF-Entropy = 1 – (SPi / TSi)



where:


SPi = sales volume of the major product in year i

TSi = total sales of the firm in year i



The concentric index of product diversification is represented by the equation:
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where:


Pi = Percentage of sales from industry i by 2 digit SIC code.



The product diversification indexes will equal zero for a firm involved in only one business. Therefore, a zero on product diversification indicates that a firm is not diversified. On the other hand an index greater than zero indicates various levels of product diversification. The greater the index the more diversified the firm.

Market diversification

Market or multinational diversification was measured as the proportion of a firm’s sales revenue derived from overseas markets (i.e., global market diversification by export activity). Multinational diversification represents the relative portion of a firm’s revenues derived from foreign operations and export volume (Geringer et al., 1989; Grant, Jammine, & Thomas, 1988; Rugman, 1994; Wolf, 1975). The exact calculation of multinational diversification is reflected in the following equation.


MKDVSF-Entropy = 1 – FSi / TSi



where:


FSi = international sales volume in year i

TSi = total sales of the firm in year i



Extending the concentric index of product diversification (Montgomery & Hariharan, 1991; Robins & Wiersema, 2003) to the international arena as a measure of international diversification leads to the following calculation:
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where:


Pi = Percentage of international sales from industry i by 2 digit SIC code.



Similar to the product diversification index, the multinational diversification index reflects increasing levels of international sales. Firms with higher multinational diversification and therefore, higher indexes, reflect greater activity in doing business abroad.

Control variables

Since firm performance and diversification can be influenced by a variety of variables outside the scope of the present study it was deemed necessary to control for certain potential confounding variables. Unfortunately, only a limited set of variables could be included in the present study due to data availability. Based on the results of previous research on diversification we included several control variables that have been identified as potentially important variables in explaining firm performance (Chatterjee & Wernerfelt, 1991; Lang & Stulz, 1994; Tallman & Li, 1996). The control variables incorporated in the present study include: firm size (Chatterjee & Wernerfelt, 1991; Tallman & Li, 1994), R&D intensity, capital intensity, and debt leverage. Each of these control variables was operationalised in the following manner:



Firm Size = Ln (Sales)

R&D Intensity = R&D expenditure / Total sales

Capital Intensity = Total Assets / Total Sales

Debt Leverage = Total Debt / Shareholder’s Equity



It should be noted that there is a plethora of variables that have been identified as important in the strategy arena. The inclusion of all possible variables would have complicated the issues being investigated in the present study. Therefore, it was decided to concentrate on a few of the more widely accepted variables instead of including a laundry list of all possible variables. It is believed that the variables included in this study represent a wide range of commonly studied variables that have shown significant relationships with diversification and performance.

Statistical Methods

A series of hierarchical regression was used to investigate the relationship between diversification, firm performance among U.S. and Japanese firms. First, the control variables were entered in stage one of the regression. The control variables and their effects on firm performance were separated from the variables being investigated in order to be able to provide a more rigorous test of the central variables under study. By eliminating the effects of the control variables first it is possible to more accurately assess the true impact of diversification on firm performance. Second, the diversification measures were entered in the second stage of the regression. The following two stage hierarchical regression models were estimated separately for U.S. and Japanese firms.

Performance (five different measures)

Stage One:


Firm Size

Capital Intensity

Debt Leverage

R&D Intensity



Stage Two:


Product Diversification (measured using entropy methodology)

Product Diversification (measured using concentric methodology)

Multinational Diversification (measured using entropy methodology)

Multinational Diversification (measured using concentric methodology)




It is noted that the issue of causality is of interest to many strategy scholars within the field of strategy, but was not addressed within the parameters of the present study.

RESULTS AND DISCUSSION

General statistics and correlation coefficients for the variables included in the present study are reported in Table 1 for Japanese firms and Table 2 for the U.S. firms. After reviewing the intercorrelations several interesting relationships become clear. First, with regard to accounting-based performance measures, the U.S. sample reflects a higher degree of positive correlations among profit-based measures than Japanese firms. In general, the results suggest that the accounting-based performance measures tend to reflect a firm’s overall profitability.

Second, when market-based measures are employed to measure firm performance MVA seems to be more closely aligned with accounting-based measures for U.S. firms, while Japanese firms exhibit a closer relationship between EVA and accounting-based measures of performance. ROE was positively related with EVA and MVA for both U.S. and Japanese firms. It is interesting that the variable which is the focal point of EVA/MVA, namely, equity and the cost of capital, should be significantly related with ROE, which reflects the relationship between profits and equity. Overall, the interrelatedness of the performance measures used varied depending on the country being studied; suggesting that the basis for calculating profitability measures may not be universal across countries. Whether different accounting procedures lies at the root of the observed differences among performance measures will need to be addressed in the future.



Table 1
Correlation and Descriptive Statisticsa (JAPAN)
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Third, with the exception of ROA, all performance measures were positively correlated with the entropy measure of product-based diversification for U.S. firms, regardless of how product-diversification was measured. The “American perspective” of diversification as product-based (entropy) seems to be in effect among the firms in the sample. However, only EVA was associated with product-based diversification for Japanese firms. It would seem that the countries being studied do not exhibit the same relationships between product-based diversification and firm performance. Given the proposed “American perspective” and its wide acceptance among the U.S. firms it would not be surprising to find such a relationship. However, the more recent concentric measure of product diversification was only significantly related with lower levels of ROS for Japanese firms.



Table 2
Correlation and descriptive statisticsa (the U.S.)
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Fourth, only accounting-based performance measures were significantly associated with multinational diversification for the U.S. firms. The U.S. firms did not show any relationship between multinational diversification and performance when measured using the concentric method of calculation. Once again, the overall perspective of entropy or product based rules for determining diversification is evident for the U.S. firms. Japanese firms on the other hand, reported significant relationships between accounting- and market-based measures of performance and multinational diversification, when using both entropy- and concentric-based measures of diversification. It should be noted that only MVA was correlated with multinational diversification for Japanese firms. The most universal and consistent relationship across countries was found between accounting-based performance measures and multinational diversification when measured using the entropy method of calculation. Lastly, there was a great degree of commonality between the two perspectives for computing product- and market-based measures of diversification. Both multinational-entropy and multinational-concentric, and product-entropy and product-concentric were positively correlated with each in U.S. and Japanese samples. When the derivation of the two alternative proxies of diversification (entropy and concentric) is taken into account a lot of similarities are readily apparent. The finer distinctions between the two measures may not be reflected in the current sample.

R&D intensity was consistently identified as an important factor in explaining firm performance. In addition to R&D intensity, only firm size was significantly correlated with firm performance for Japanese firms. For U.S. firms, size was only correlated with EVA, while capital intensity was more important in explaining a firm’s performance.

Results of the hierarchical regressions (Tables 3 and 4) suggest that all measures of diversification were significantly important in explaining a firm’s performance, when performance was measured by market-based measures (EVA and MVA). Both measures of multinational diversification were positively associated with EVA and MVA across countries, supporting the contention that multinational diversification may indeed lead to improved performance. It should be noted that causality was not addressed in the study and therefore, no firm conclusions can be drawn on this point.

Although product-based diversification was consistently related with market-based performance, the direction of the relationships varied across countries. First, both U.S. and Japanese market-based performance measures reflected a negative correlation with product-based diversification when measured using the entropy measure. However, U.S. firms report a negative relationship between market-based measures of performance and concentric product diversification, while Japanese firms report a positive relationship. It can be concluded that product-based diversification has an overall negative influence on firm performance when measured as EVA and MVA and that this applies across countries.

Results using accounting-based measures of firm performance yield conflicting and inconsistent findings between countries. ROS was positively correlated with concentric multinational diversification for both Japanese and the U.S. firms, while ROA was positively associated with concentric multinational diversification for Japanese firms, but negatively related in the U.S. sample. However, ROE was positively related to entropy- and concentric-base measures of product diversification for U.S. firms, but the Japanese sample reports a negative relationship with entropy-based multinational diversification and a positive association with concentric-based multinational diversification. Based on these findings the exact relationship among accounting-based measures of performance and diversification cannot be clearly ascertained.


Table 3
Results of hierarchical regression analysis: JAPAN a
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Table 4
Results of hierarchical regression analysis: U.S.A. a
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The overall results do suggest that international differences do exist when it comes to the diversification and the various methods of operationalisation. In general, market-based measures of performance are more strongly and consistently associated with various measures of diversification. Evidence clearly points to the strength of utilizing the market-based measures of EVA and MVA in conducting research studies on the subject of diversification. The preponderance of the results supports the contention that multinational or market-based diversification tends to outperform product-based diversification, especially when it comes to U.S. firms. However, Japanese firms are able to derive positive benefits from product-diversification when operationalised by the concentric index. Such differences between countries highlight the notion that international differences do, in fact exist when engaging in diversification. Understanding the rationale for these differences may serve as a key to unlocking the mystery of international diversification.

Of the covariates used in the models firm size was helpful in explaining firm MVA across countries, although it was not significant in any other model. This supports the contention that larger firms are more profitable and create more value, as defined by MVA, than smaller firms. R&D on the other hand, was found to exert a positive effect on performance when measured as ROA, ROS, and MVA for U.S. and Japan. Capital intensity seemed to play a greater role in U.S. firms than in the Japanese sample, while debt leverage was on negatively related in the Japanese sample for ROE.

In general, the research findings suggest that market-based measures of firm performance, EVA and MVA, may more accurately reflect the benefits and liabilities of diversification strategies than traditional accounting-based measures. The use of EVA and MVA measures of firm performance were more consistent and significant in the present study than the more traditional accounting-based measures. Accounting-based measures did not show any consistency across the various diversification measures or countries used in the present study. The evidence suggests that accounting-based measures of performance may not be the most comprehensive method for evaluating the effects of diversification on firm performance. Some of the differences observed in the results are primarily accountable to two things: different measures of performance and different measures of diversification. In addition, the assumption of generalisability of diversification indexes across countries can be risky at best and downright dangerous when it comes to comparability with previous studies. The contention that the strategy of diversification is universal across countries has not been supported.
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ABSTRACT

This article has been developed to provide an analytical framework about the process of health decentralisation that has emerged in BRIC-countries. For this purpose, this study offers a reflection about the process of decentralisation in emerging BRICs (Brazil, Russia, India and China) with theoretical argumentative issues about public health systems, and the reorganisation of the public health sector. The following review consequently focuses upon the managerial aspects of health systems, and SMEs’ contribution to services delivery. In accordance, a semantic model organises current key determinants of involved actors in the public health sector for a contribution to understanding the affirmation of multiple forms of development in which the delivery of healthcare services has been critically implemented.
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INTRODUCTION

The affirmation of competitive environments in BRIC countries as Brazil, Russia, India and China, has marked a significant shift toward the formulation of economic decisional systems that address the enhancement of commercial exchanges – within and outside respective regional socio-economic capacities. Under the provision of international trading exchanges, these involved countries have acted for the increase of knowledge, and for the promotion of market relations. Potentially the increase of demand for the production of goods, the delivery of services, as well as, for the diffusion of technology information, has given confidence to societal partners investing in the sectoral development of national contexts.


The manifestation of significant governmental commitments has been to assess changes that have affected liberalised trading areas and reduce the practical obstacles that have emerged from the participation to internationalised economic exchanges which have increased very rapidly in recent years. Depending on each state’s capabilities of BRIC, the increases of information flows, and the adaptation to raising demands for preferential growth patterns concerning the environment – with scientific or technical applications – have been articulated both tacitly and openly for a progressive integration within societies.

The mutual involvement into a learning process which has been shaped according to specific national characteristics has also required alternative directions for the transfer to people of mobile and interacting information channels, which have enabled a systematic knowledge development (Havlik, et al., 2009). The leading efforts of states’ agencies, enterprises, and research institutions, among others – to drive their innovation activities for the application of cooperation frameworks at various locations – have particularly favoured international tendencies for the affirmation of specialised institutions putting knowledge information at the core of trade relations.

In substantial terms, the political and socio-economic environments of BRIC countries have allowed an intensification of standardised knowledge, as well as, production practices in competitive conditions, in order to integrate strategic economic policies for the generation of development initiatives across the regions. Moreover, the particular position of each country, in respect to the formulation of economic policies that have targeted market relations, has also been reflected in the fragmentation of national systems. Systematic formal relations have modified the status of the economy but at the same time have also created a certain level of disparity between the urban and rural areas, with consequential effects for enterprises operating within distinct administrative regions.

Pulling together a combination of historical, geographical, and socio-economic factors, it can be emphasised that communication systems have had a pivotal impact for approaching communities, and establishing integration linkages to meet with the rapid growth of commercial practices that have been adapted to national policy goals. In this sense, the increased presence of small and medium sized enterprises (SMEs) has been viewed as a significant signal for the possibility of modernising regional infrastructures, according to the desirability of changing environments associated with information and technology provision performances (Turner, 1997). In terms of a comparative review about the guiding principles of inter-connected BRIC which have marked newly reforming steps at institutional level for the improvement of public and private distribution of resources, a more comprehensive understanding about national contexts can also contribute to determine specific aspects of economic development. For this purpose, we have decided to introduce, in the first part of this article, the process of health decentralisation in emerging BRIC with a research focus based on the health systems, and the reorganisation of the health sector. In the following sections, we review the managerial aspects of health systems, and SMEs’ contribution to services delivery. Accordingly, a theoretical semantic model has been developed to organise current key determinants of involved actors in the health sector. Further gaps and limiting factors will also be discussed, with the inclusion of conclusive remarks about actual policy orientations, and research path foreseen for the health knowledge process.

THE PROCESS OF DECENTRALISATION IN EMERGING BRIC-COUNTRIES

Firstly, the delocalisation of health services in decentralised areas of BRIC countries has been promoted by policy strategies in order to increase the accessibility of health delivery systems, and for budgetary purposes. In theory a type of administrative decentralisation in health can facilitate the inclusion of autonomous health bodies and favour, at the same time, a redistribution of functions by involving communitarian participation in terms of healthcare services.

In the same way, the decentralisation process holds accountable, for the efficient distribution of health services, regional decentralised bodies which can administer the financial resources at the local level (World Health Organisation (WHO)–SEARO, 2008). The efficiency and the adequacy of governmental forms of power distribution are already known in countries that have transitioned from collectivised economic distributions to liberalised marketing systems. In which the shape of political management both in democratic and in communitarian terms has had deeper implications for the public administration systems. The decisional scopes toward decentralised allocation of resources and responsibilities have been reflected in BRIC countries at different levels. In fact, the application of reforming logics can in effect bring at a higher-level economic and social activities’ performance (Sedar, 2001). The search for stability to facilitate the process of distribution in regional governance through health agencies has necessarily conducted to the preparation of coping mechanisms that can also favour the delivery of public services by embodying responsiveness’ behaviours in order to include a greater number of recipients, across Asian and Latin American societies.

These societies have quickly transitioned through massive reorganisation of public schemes with the inclusion of several factors related to developmental conditions and legal practices, which have in effect been influencing the decentralisation of functions. Accordingly, the direction of public policies has been oriented towards institutional changes that can address the challenges of upgrading the distribution models for public services, also by including larger portions of people that had often been passive recipients.

In comparison to developed countries, the evolvement of structural conditions in BRICs has offered a composition of systematic variable contexts, where states have constructed their policies through public reforms for an efficient delivery of public services (Lavalle, 2008). The differential impact of transfer of public functions in states like India, or Brazil, has been perceived as an organic and inevitable process for the better management of local agencies, and for the correspondence of responsibility able to adapt to reforming guidelines established by national Ministerial Health authorities.

For this reason, on the one hand, the local administrations of public federations have had the opportunity to structure the delivery of healthcare services through an empowerment of functions that has allowed operational decision-making of health activities decentralised in nature. On the other hand, the participation of different social categories involved with medical services has been difficult to estimate from the point of view of users and supervising bodies. In this field, a key question about who’s doing what in local health for public service distribution, and at what level, can be quite central to actually explain the past and current crisis that have occurred within bureaucratic systems of BRICs, despite public organisational choices for reform. In addition, the promotion of decentralised health plans, for instance, through national and regional economic agreements in individual countries has been pursued to increase comparative advantages in respective national contexts. This is also related to the liberalisation of trade exchanges, and the formation of preferential market areas across these regions (ASEAN, AFTA, Mercosur), which have formed competing attitudes expressed in development strategies when undertaken both socially and economically.

This situation has created the affirmation of multiple forms of development in which the delivery of healthcare services can be understood both in positive and negative trends. In fact, the implementation of decentralised local governance since the 1990s, reflects the mutation of political paths to build up supportive popular channels toward a common national framework like in China, ruled by the Chinese Communist Party (CCP), where the coexistence of provincial, municipal and local centres has enabled the country to distribute power responsibilities in a liberalised state market economy. In the same way, it has positioned itself as a prominent financial entity, where major cities have effectively gained from strategic development choices, while rural provinces instead have seen an increase of inequality patterns in service distribution.

Similarly, the Russian Federation has proceeded through a transition period with a delocalisation of resources by undertaking a political development that has been marked by direct consequences for its population. This was in part due to an increase of inequality levels in socio-economic terms through which there had also been a decline in the delivery of healthcare services (Galbraith, Krytynskaia, & Wang, 2004). In essence, the association of a deregularisation of duties has brought important economic changes that have created the existence of parallel dimensions in the management of public resources, with some contrasting effects related to social and health delivery sectors as well.

The alternance of structural conditions in India and Brazil, since the 1980s, has been driven by institutional confrontations for market liberalisation, and by the admittance of multiple economic actors for service provision, through which healthcare systems have been rationalised for the decentralisation of public agencies, and health service distribution. When we look at improvements of health delivery systems in BRIC, there are studies (Eggleston, Ling, Qingyue, Lindelow, & Wagstaff, 2008) that emphasise major differences for the organisation of social and health care services at the national, subnational and local level, because of different regulations that have been passed during previous decades about for the managerial aspects of health service expansions. These aspects have also created inequality treatments for particular segments of the population that has been excluded from health care services, depending on the location (urban or rural), and on affordability of health costs.

In addition, the integration of health policies aiming at the distribution of primary health care in order to reduce the risks of epidemics, and restructure the configuration of management about health responsibilities has varied from country to country. These countries under transitioning cycles of political, economic, and social life have been interested by progressive approaches able to form appropriate organisational and technological improvements, with the innovation of health care delivery and the decentralisation of public functions in new market environments (Rozenfeld, 1996). However, due to the presence of economic crisis, national budgetary plans have been reduced, and further investments on most medical facilities have been retraced by lowering the quality of health care systems. Where larger numbers of social partners have become particularly involved with voluntary health insurance schemes, obligatory health insurance for all, and out of pocket payments for heath services. More discussions about these involved aspects will follow in the next part.


REORGANISING THE HEALTH SECTOR

When we devote our attention over the institutional dynamics in the health sector, more deliberate understanding can allow seeing active roles that have been played within stratified segments of societies across BRIC. In particular, the development of national guiding principles has been put into practice for the effective organisational delivery of services, and for the predisposition of control mechanisms with a better coordination of this action-driven process.

A broader view on this subject may reveal how industrialised central hubs have obtained different enforcements of strategic health and planning policies. Whereas rural provincial hubs have launched autonomous initiatives to improve health care services while being exposed to an inter-regional inequality about compensatory financial schemes for health. In the case of China, the promotion of laissez-faire policies has favoured changes of formal state frameworks for the enhancement of structural capacities where local governmental bodies had to facilitate an industrial production at the local level. In this regard, it has been pointed out that “case studies seem to suggest that rising local state power […] created incentives for local cadres to be responsive to peasants’ welfare demands.”(Huang, 2004, 374).

However, state funding programs for health services through public implementation policies have not yet fulfilled an empowerment process of local governance units. Local units in Chinese rural provinces have been central actors in a national reform process destined to support public health awareness, while setting additional health standards. In effect, the local populations have assisted to forms of payments quite decentralized in nature through which cost and reimbursement methods could meet the maintenance costs of health care services (see Figure 1 for urban/rural insurance coverage percentage) (Ma, Lu, & Quan, 2008).

In the same way, public policies oriented for profitable revenues in the health sector, have also established a series of service fees for the use of specific typologies of health needs (Tables 1, 2 for public/private health expenditure), and for the privatisation of hospitals owned by the private sector, as reported: “In 2004 there were 2,545 private for profit hospitals, accounting for 13.8% of all hospitals in China, and 145,375 private for profit clinics accounting for 72.0% of all clinics.” (Ma et al., 2008, 940). As a reverse effect, the virtual gap between urban and rural areas for health care programs has increased in terms of local health services, at the detriment of societal categories that cannot enter basic health facilities for the out-of-pocket fees’ payments, and for other affordability difficulties that have deteriorated in recent years (Liu, Rao, Wu, & Gakidou, 2008).



Table 1
Health expenditure



	Location
	Time period
	Private expenditure on health as a percentage of total expenditure on health
	General government expenditure on health as a percentage of total expenditure on health
	Total expenditure on health as a percentage of gross domestic product



	Brazil
	2009

	54.3

	45.7

	9.0




	
	2008

	56.0

	44.0

	8.4




	
	2007

	58.4

	41.6

	8.4




	
	2006

	58.3

	41.7

	8.5




	
	2005

	59.9

	40.1

	8.2




	Russian
	
	
	
	



	Federation
	2009

	35.6

	64.4

	5.4




	
	2008

	35.7

	64.3

	4.8




	
	2007

	35.8

	64.2

	5.4




	
	2006

	36.8

	63.2

	5.3




	
	2005

	38.0

	62.0

	5.2




	India
	2009

	67.2

	32.8

	4.2




	
	2008

	67.6

	32.4

	4.2




	
	2007

	70.4

	29.6

	4.1




	
	2006

	72.5

	27.5

	4.1




	
	2005

	77.0

	23.0

	4.0




	China
	2009

	49.9

	50.1

	4.6




	
	2008

	52.7

	47.3

	4.3




	
	2007

	54.7

	45.3

	4.2




	
	2006

	59.3

	40.7

	4.6




	
	2005

	61.2

	38.8

	4.7




Sources: WHO databases (http://apps.who.int/gho/indicatorregistry/App_Main/)



Table 2
General health expenditure



	Location
	Time period
	Social security expenditure on health as a percentage of general government expenditure on health
	Out-of-pocket expenditure as a percentage of private expenditure on health
	Private prepaid plans as a percentage of private expenditure on health
	General government expenditure on health as a percentage of total government expenditure



	Brazil
	2009

	0

	57.1

	41.2

	6.1




	
	2008

	0

	57.1

	41.2

	6.0




	
	2007

	0

	58.8

	39.4

	5.4




	
	2006

	0

	62.4

	35.8

	5.1




	
	2005

	0

	63.0

	35.3

	4.7




	Russian
	
	
	
	
	



	Federation
	2009

	38.7

	80.9

	11.0

	8.5




	
	2008

	38.7

	81.3

	10.6

	9.2




	
	2007

	38.7

	83.0

	9.6

	10.2




	
	2006

	42.3

	81.5

	10.2

	10.8




	
	2005

	42.0

	82.4

	8.2

	11.7




	India
	2009

	15.9

	74.4

	2.3

	4.1




	
	2008

	17.2

	74.4

	2.3

	4.4




	
	2007

	19.3

	75.9

	2.2

	4.1




	
	2006

	22.0

	82.6

	2.2

	3.9




	
	2005

	28.8

	87.9

	2.1

	3.2




	China
	2009

	66.3

	82.6

	6.2

	10.3




	
	2008

	66.3

	82.6

	6.2

	10.3




	
	2007

	66.3

	82.6

	6.2

	10.3




	
	2006

	57.3

	83.1

	6.5

	9.9




	
	2005

	54.1

	85.3

	5.8

	9.9




Sources: WHO databases (http://apps.who.int/gho/indicatorregistry/App_Main/)
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Figure 1. Insurance coverage in China (1993–2003) (Source: World Bank, 2009)



Further analysis on health care performance in China seems to confirm the limited accessibility of vulnerable sectors to the provision of health services, where it can be highlighted the fact that low income groups have been more exposed to public users’ fee, while middle income groups have utilised private sector health provisions (Jiang, Gan, Kao, Zhang, Zhang, & Cai, 2009). From national health country programs, despite structural reforms “the regular budget has traditionally been distributed by the Ministry of Health (MoH) without the benefit of a comprehensive strategic framework, expected results and indicators, or a critical assessment of funding proposals. Funds have been allocated to a variety of institutes that do not always use the funds in a coordinated way or address national health priorities” (WHO, China, 2004, 16). In a way we can underline that the actual mechanisms of health systems do cross bordering knowledge areas in which strategic policies also need to include combined factors related to health information systems and surveillance, monitoring and evaluation, training and financing, among other aspects, at the global level (WHO, China, 2004). The delivery capacity of fragmented health systems requires organisational choices that can allow the flow of functional capacities (e.g. in hospitals) where similar duties may be repeated, in time and space, by creating a lack of coordination of multiple channels, both public and private, with a negative impact between different regions (Eggleston et al., 2008).


Brief Overview of Russian Federation, Brazil, and India, Public Health Reforms

The Russian health care reforms have been emerging in a transition system in which certain inadequacies of distribution services have tended to form an inefficient use of available resources. The allocation of economic resources to cover the costs of the health sector has been poorly managed, despite the fact that the nation has favoured the development of structural reforms, in order to increase the health standards of the Federation. The status of the systemic provision of social and health services has passed from a centralised and vertical administration, to a decentralised functional distribution, where privatised services have been encouraged to meet the needs of the entire population.

Since the 1990s, the country’s authoritative democratic bodies have in principle sponsored a free provision of health services to all, but in correspondence to an empowerment process for a market economy transition. The application of an insurance-based system established by the national legislation, in the same decade, reaffirmed the reforming steps of a health system that could actually ensure to its citizens’ access to guaranteed delivery of health care services, with no adding charges. For this purpose, it was prepared a so-called Federal Fund of Mandatory Medical Insurance (FFOMS) allowing the regional population in Russia to choose between competing actors for medical insurance companies with an efficient distribution of medical activities (Organisation for Economic Cooperation and Development (OECD), 2006).

For financial constraining cycles, the competing health system that was designed to give a liberal insurance choice to the users of health facilities resulted instead in a partial reformed process for the fact of reducing the access to healthcare facilities also because as pointed out “insurance companies themselves [have] failed to develop as active, informed purchasers of healthcare services. Most are passive intermediaries, making money by simply channelling funds from OMS […] to claim reimbursement of administration costs.” (OECD, 2006, 193). Essentially, the promotion of a decentralised health system based on the insurance system has been administered by the Federal Ministry of Health Care through recognized medical institutions that are compatible with standardised financial and administrative procedures (Shishkin, 1998).

Medical providers, at the regional and local level, have been operating within a rational and functional design scheme that has distributed health care services in a vertical way. At the same time, distinctive health bodies have also been in charge of performing duties within the technical boundaries of federal, regional and local administrations. The problems that have emerged with the introduction of health insurance providers have been related to the transformation of integrative financial models that could in theory support the mandatory application of insurance schemes, which however, in practice could not be systematically applied to the functional evolution of specialised health agencies. As a result, the lack of integration between medical providers, health administration bodies, and health insurance funds, has produced competitive behaviours not only across the country, but also within regions. In this respect, the health indicators of the Russian population have been declining, also because of an inefficient employment of resources where national studies have indicated that:

(a)   the level of individual health tends to decline steadily;

(b)   each succeeding generation’s health potential is going down;

(c)   there is an ongoing, unnatural situation in which health problems shift from the aged to children and young people; […]

(Rimashevskaia & Korkhova, 2004, p. 9)

In particular, protection mechanisms for the reduction of child mortality rates have reached a point of crisis for the fact that a deterioration of health facilities in state’s health centres or in hospitals - in terms of equipments and a lack of manpower - still remains intertwined with funding systems, and with levels of survival of low-income population (Parfitt, 2005). For example, the rates of infant mortality (Table 3), as shown below, depend on a variety of medical but also non-medical factors that have been related to social conditions of the mothers, lifestyles and attitudes, but also to specific country health systems with coping mechanisms diffused in health sectors (OECD, 2010).

Therefore, the national reform of the health system in Russia has been a critical issue for the involvement of governmental health actors that have been polarised around separated development strategies. Through the implementation of national legislations, health care service delivery has been put in place by reformed federal and ministerial authorities that have been in charge of functional devolutions, and control mechanisms for the effective management of the health systems in liberal economies (Danishevski & McKee, 2005). Unfortunately, the expected effects of an inter-regional cooperation activity leading to the decentralisation of functions, in the health system, have been limited by lowering the quality of health services under unsettled conditions.



Table 3
Infant mortality rates



	
	Infant mortality rate, q(1), for both sexes combined (infant deaths per 1000 live births)



	Major area, region, country or area *
	1975–1980
	1980–1985
	1985–1990
	1990–1995
	1995–2000
	2000–2005
	2005–2010



	Eastern Asia

	39

	35

	32

	28

	26

	23

	20




	China

	42

	38

	34

	30

	27

	25

	22




	Japan

	9

	7

	5

	4

	4

	3

	3




	Mongolia

	104

	102

	92

	67

	55

	44

	36




	Republic of Korea

	33

	25

	15

	10

	7

	5

	4




	Southern Asia

	111

	99

	88

	80

	72

	64

	56




	Afghanistan

	195

	183

	172

	162

	152

	144

	136




	Bangladesh

	138

	122

	104

	91

	74

	59

	49




	India

	106

	95

	85

	76

	69

	61

	53




	Nepal

	139

	123

	107

	92

	72

	55

	39




	Pakistan

	107

	101

	97

	90

	83

	77

	71




	Sri Lanka

	39

	30

	24

	22

	19

	16

	12




	South America

	71

	57

	47

	38

	31

	25

	21




	Argentina

	39

	32

	27

	24

	22

	15

	13




	Brazil

	79

	63

	52

	43

	34

	27

	23




	Chile

	45

	24

	18

	14

	11

	8

	7




	Colombia

	57

	43

	35

	28

	24

	20

	19




	Ecuador

	82

	68

	56

	44

	33

	25

	21




	Peru

	99

	82

	68

	48

	39

	30

	21




	Uruguay

	42

	33

	23

	20

	16

	14

	13




	EUROPE
	22

	18

	16

	13

	10

	9

	7




	Eastern Europe

	27

	23

	21

	19

	17

	14

	10




	Bulgaria

	22

	18

	14

	15

	15

	13

	10




	Czech Republic

	18

	15

	11

	8

	5

	4

	3




	Hungary

	26

	20

	17

	13

	9

	7

	6




	Poland

	23

	20

	17

	16

	10

	7

	6




	Republic of Moldova

	46

	35

	31

	29

	24

	19

	16




	Romania

	31

	26

	26

	23

	21

	17

	14




	Russian Federation

	30

	26

	24

	22

	21

	17

	11




	Ukraine

	23

	20

	18

	17

	17

	13

	13




Source: United Nations (2011).


In the case of India’s health reform plans, the National Health Policy in 2002 drafted by the government recognised the fact that the availability of health infrastructures had been quite insufficient for the provision of health care facilities that had to be extended according to increasing needs in public health (WHO, 2006). In order to cover the national health financing costs, the country utilizes both public and private funds, in particular: “India spends 4.6% of its GDP on health, of this 0.9% is public expenditure and 3.5% is private expenditure” (WHO, 2006, 11). Overall, the country has maintained private health insurance schemes, as well as, out of pocket payments to sustain health treatments’ costs. In addition, the presence of external funding organisations has contributed to the support of health systems. In which a sense of inequity has run deep across regional states for the structural imbalances that have rendered the population chronically exposed to poverty and malnutrition problems. In cooperation with international partners, specific states have created multiple projects toward the strengthening of health service provisions, as the Official Development Assistance (ODA) for example; Tables 4 and 5 show annual health assistance expenditure.


Table 4
Health assistance



	
	Official Development Assistance (ODA) for Health - (million, constant US$)



	
	Commitments to recipient countries - Amounts per capita year (million US$)



	Countries
	2002
	2003
	2004
	2005
	2006
	2007
	2008
	2009



	Brazil
	0,10

	0,18

	0,18

	0,17

	0,14

	0,12

	0,12

	0,16




	India
	0,46

	0,33

	0,45

	0,52

	0,90

	1,24

	1,25

	0,90




	China
	0,10

	0,12

	0,21

	0,20

	0,23

	0,18

	0,18

	0,26




Sources: (Country cooperation strategy 2011, in WHO, 2006); Data source: OECD DAC/Statistics

Health national and regional agencies for decision-policy making activities have done drastic interventions to improve the disease controls across states, and to enhance the quality health standards. For these purposes, a number of different actors have been autonomously involved, at the public and private level, to operationalise health provision functions both in terms of funding agencies, and health delivery services. At the same time, official policies such as the Population Policy 2000, Health Policy 2002, Science and Technology Policy, 2003, have explicitly reaffirmed a national interest for health research and development, through the implementation of coordination mechanisms for the affirmation of strategic aims about the health reform process conceived in India (Indian Council of Medical Research (ICMR), 2007).



Table 5
Health assistance by purposes



	Official Development Assistance (ODA) for Health - (million, constant US$)



	Commitments to recipient countries - Breakdown by purpose year



	
	Commitments to countries (million US$)
	Purpose of ODA for Health (million US$)



	Names
	2009
	Unspecified
	MDG6
	Other health purposes
	RH & FP



	Brazil
	30,27

	2,48

	22,66

	4,54

	0,58




	India
	1052,00

	90,94

	519,60

	241,26

	200,20




	China
	345,89

	17,92

	258,99

	64,79

	4,19




Sources: (Country cooperation strategy 2011, in WHO, 2006); Data source: OECD DAC/Statistics

A changing model about economic development status has also similarly interested the Brazilian State. Since the 1980s and the 1990s, an inclusion of liberal reforms acted for the promotion of unrestrained markets, and unrestricted regulations. In terms of reforms in health systems, the country has structurally brought internal significant changes, also through the Unified Health System – Sistema Único de Salud (SUS) - together with a private funded system – Supplementary Private Systems (SPS). In particular, the application of SUS system has favoured a decentralised delivery of medical services by transferring both responsibilities and resources to governmental agencies at the local level (Collins, Araujo, & Barbosa, 2000). For the democratic character of the SUS program, it supports a universal access to health care for all by decentralising technical and financial functions to municipalities and in cooperation with the federal government. Of main interest, it is also the aspect of control agencies named - Agência Nacional de Vigilância Sanitária (ANVISA)–the National Health Surveillance Agency, and Agência Nacional de Salud (ANS) the Health Agency for Supplementary Health, that have been both in charge of controlling the production and distribution of health products (e.g., pharmaceutical), together with the regulation of private healthcare in preservation of the public interest (Chamas, 2005).

Whereas, at the municipal level, the establishment of the Municipal Health Fund has been administered by local authorities under a certain degree of independence for the health funds’ distribution policies. As confirmation of decentralised payment schemes in public health, it has been stressed out how “[…] Brazil went through a progressive process of financing decentralisation. Federal government participation in the public health financing was reduced from 73% to 54%, while the municipalities’ share increased from 9% to 18% between 1985 and 1996” (Medici, 2002, 5).


From national health directives, the Ministry of Health has continued to reinforce the decentralization of functions of internal states by means of regulation, and coordination mechanisms in order to develop a financial sustainability of health delivery of services. Nevertheless, the fragmentation of the health system within a basic SUS structure, has presented mounting obstacles for the volume of health care services according to population size, and for the increasing costs in health. As observed, “Brazil still has 2 health systems: the SUS operates throughout the country, its 475,699 health professionals attending to the health needs of Brazil’s 174.6 million people in 5714 hospitals with 439,577 hospital beds and in 62,865 ambulatory care centres (Elias & Cohn, 2003, 46).” In this context, the national demand for health care services has been limited due to a reduced number of health centres and medical providers. For this condition, the Brazilian health sector has been progressing toward collaboration for health provision between the public and private sector, with greater emphasis also been put on research and development for innovation in bio-tech products to strengthen the country’s capacity in health systems (Rezaie, et al., 2008).

THE CONTINUITY OF HEALTH SYSTEMS

Understanding the composition of independent BRIC-countries that have naturally adapted to the changing nature of contemporary economic relations, it can also involve a continuous knowledge about the evolution of semi-industrial models that has led to a complex structural process - in which the visible lines between public and private interests have regularly been shifted to different types of health systems - but until what extent? Given to the fact that the population in Brazil, Russia, India, and China has a very high density, large size, and geographical concentration, with a considerable degree of variation in terms of internal population movements, the question is to know how states’ connecting networks having substantially increased healthcare services locally, especially primary health, have also been able to continue in recent years the expansion of health systems within market economies.

As described before, policymakers in BRIC have mostly focused on reforms for the delivery of health services by providing universal coverage of health for ‘all,’ in order to meet with the growing expectations of societies which have transitioned toward socioeconomic environments, globally convergent on profitable liberal policies. For this reason, putting health reforms institutionally in place for the possible achievement of health targets has also been promoted to raise the quality of health service delivery, with decentralized public measures that had to favour the management of local entities, in which participatory agents could handle the health reform process (WHO, 2008).


Nonetheless, the impact of protection policies for the enhancement of health systems has gone in parallel with exclusion responses that have created important inequalities in the accessibility of health services by lowering quality standards imposed directly on people. The problem of effectively meeting health demands’ among BRICs has often depended on a reduced supply capacity of health systems that has been characterised by the fragmentation of health delivery services, within multi-cultural settings that have also been exposed to constraining financial aspects.

From this type of picture, it becomes easier to see, on the one side, the repetition of public health governance plans that have centred health policies for better connection of health systems. The involvement of comprehensive domestic environments, in particular, with civil society actors, health authorities, and investment firms, has been built up for a sustainable continuity of health care provision in high income and low-income countries.

On the other side, the changing requirements of health systems in BRIC have dealt with marginalisation and inequality distribution towards community members that has been caused by critical motives which go beyond the health sector per se. However, the establishment of a transparent and continuous mutual process has involved social organisations (as for Brazil) which have acted through the adoption of flexible managerial models about public resources for an increase of accountable behaviours at the governmental level.

This increase of a transparent flow of management functions given to different entities has granted a greater autonomy, and higher responsibilities for the public governance while also involving a social participation for the extension of relations between the state and the civil society (Sano & Abrucio, 2008). For the essential preparation of responsibility mechanisms within adaptable forms of public governance, nowadays, this process should especially favour a direct participation of citizens by opening to dialogue patterns with respective ruling actors for the operational dimension of public policies in Brazil, but also in other countries.

The reform process of the health sector in China, for instance, has created respective forms of obligations and choices among different actors oriented toward a reduction of public spending in the rural health sector, in particular. Essentially, within the economic transition experienced by the country during last decades, the health rural programs have not been formalised as central objectives for the country’s overall growth plans. Moreover for decentralised areas it has been pointed out that “there was no alternative fiscal transfer from higher levels. But the exact responsibilities in terms of spending […] have been a constant subject of contestation in transitional China, and the health sector has particularly suffered from this state of affairs (Meessen & Bloom, 2007, 222).” Again the devolution of central authorities to local administrative leaders in China has been strategically oriented for increasing power capacity for the promotion of trade relations, however in disconnection with societal rural health needs for the long-term period.

Comparatively, the operational modalities of the Indian health systems have included state-owned and private-owned facilities sponsored by financing institutions that have periodically organised project innovation activities, in order to expand the access of health care services. In reality, major problems also associated with technical barriers, have constrained the effects of public policies, legal frameworks, entrepreneurship’s initiatives, together with the managerial diversification of enterprises that has been focused on the improvement of health infrastructures. Emerging regional inequalities have stimulated, in particular, international partnerships for short-term national health plans which have been regulating, among other elements, the “reorganisation and restructuring of the existing health infrastructure at primary, secondary, and tertiary levels […]; a delegation of power to Panchayat Raj institutions to ensure local accountability of public health care providers; […] development of an appropriate two-way referral system using information technology […]; clear definition of the role of the various stakeholders – the government, private and voluntary sector” (WHO, 2006, WHO Country Cooperation Strategy 2006-2011, 14). In addition to this, in association with developmental stages related to new technologies, the country has been offering commercial spaces in the health sector for the increase of high-quality healthcare facilities in regional states that have also favoured the participation of private players from large and small enterprises, under national capacity’s health plans that have been implementing this coexistence of regional systems across India (Gottumukkala, 2009).

From the Russian Federation’s part, it has followed the reform process by approaching the reorganisation of health services management that has deeply characterised the quality of health care provision since the 1990s, with increasingly declining rates of life expectancy for the population, for example. Moreover, the overlapping functions of economic planners, decision-making actors, and respective health management agencies, have created the conditions for a multiplication of health initiatives, which however have been unable to meet the delivery of quality services, and the protection of health service users (Tragakes & Lessof, 2003).

For instance, among the Russian Federal laws adopted during reforms in 1991, as highlighted: “on health insurance of the citizens […] No. 1499-1, set [ting] out the basic framework for the establishment of a health insurance system for publicly provided heath care services. This law was considered to have some fundamental weaknesses: it did not provide an appropriate institutional framework, it did not comply with the tradition of solidarity, and it involved the use of risk-based insurance. […] It was accepted as the basis of the health insurance system” (Tragakes & Lessof, 2003, 171). The resulting health policy initiatives have been addressed by national authorities for decentralised interventions in the administration. In order to improve the effectiveness of health systems within industrialised environments that intended to stimulate the development of local capacities through health and social protection norms, the state has balanced this development with contradictory effects for the transition in health care reform.

Overall, the newly developed economies of BRIC-countries have differed in the affirmation of potential innovation elements of health care distribution, where emerging challenges have been separately tackled also based on inner resources, international cooperation programs, and level of transfer of health knowledge for innovation - including health services delivery at the local level - in the interest of short-term and long-term public policies. Statistics data reported in (Tables 6, 7, 8, 9, and Figures 2, 3, 4, 5) for financial spending in health per country shows the temporal discrepancy among spending countries.



Table 6
Brazil health spending
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Figure 2. Brazil health trends (Health Systems 20/20, www.healthsystems2020.com/)





Table 7
Russia health spending
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Figure 3. Russia health trends (Health Systems 20/20, www.healthsystems2020.com/)





Table 8
I ndia health spending
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Figure 4. India health trends (Health Systems 20/20, www.healthsystems2020.com/)





Table 9
China health spending
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Figure 5. China health trends (Health Systems 20/20, www.healthsystems2020.com/)



SMEs’ Service Delivery Capacity

The actual patterns of health systems in BRIC-countries can be traced back in a strategic development of organisational aspects related to the environmental circumstances with the involvement of market regulations. Comparative health patterns have brought together competitive actors on the upfront of large-scale economies by using newly-developed technological innovations within each country’s policy framework.

For a further examination about the process of public interventions for the control of health care services together with prevention care, we can take into account the aspects of socialisation for people oriented to receive better health services. The influential elements for health service development have also been related to the spread of information systems, global distributions, and to uses of modern technologies. These structural conditions have been converting the delivery of traditional medicine into a more comprehensive medicine distribution service in order to provide health treatments for entire populations (Lee, 2004).

The development of health systems has been oriented to put more responsive capacities according to public health national requirements. For the reduction of unequal conditions about the distributions of health care service it becomes essential to call up for an increase of participation of present actors in health care activities. According to experts, a series of objectives for the protection of human life in BRIC countries, including the establishment of information and surveillance systems, health trainings, and a strategic promotion of technical cooperation for health service provision at the domestic and international level, can be further strengthened for the advancement of formal partnerships for health management of public and private services (Lee, 2004).

However, as previously discussed, decentralised governmental choices have given reasons to criticize regulatory mechanisms that have been unable to cope with financial and political issues of health programs that have often resulted in a social compromise, between the informatization of the human health process at the global level, and the fragmentation of these systems at country level.

This type of condition has turned the attention of National health authorities toward the delivery of primary care, while an evident division of urban and rural areas has increasingly opened a large gap for health services provision with “the limited sustainability of narrow focus on disease control, and the distortions it causes in weak and under-funded health systems have been criticised extensively in recent years” (World Health Organization, 2008, 13). Moreover, BRIC’s composition of health programs has also facilitated an unregulated management of service’s delivery based on fee payment systems offered both by the public and private sector, respectively.

In essence, one of the main problems about the delivery of health care globally has been that “unregulated commercialised health systems are highly inefficient and costly: they exacerbate inequality, and they provide poor quality and, at times, dangerous care that is bad for health” (World Health Organization, 2008, 14). In such light, dealing with health and health care through specialized service distribution has also been done through the inclusion of private providers for their degree of independence which has allowed prevalent growth in the health sector.

Within national regulatory health frameworks, the composition of competitive markets to deliver health trainings, information and technology services, manufacturing drugs, creation of medical infrastructures, and learning tools for human resources according to the uses of advanced medical technologies, among other areas, has been developed in BRIC both at the internal and external level (Rao, Nundy, & Dua, 2005).

Private health providers have substantially positioned themselves for the private market development, also for the absence of sufficient public health investments, where converging factors about health emergencies and the increase of costs in health care have determined their expansion for health management programs.

This process, on the one hand, has accelerated health assistance activities delivered according to population’s needs but in a scattered way, and without identifying appropriate cooperation strategies for the protection of health national goals, over long-term periods. On the other hand, the significance of transfer of knowledge for the development of science, and health innovation systems, has facilitated transitioning institutional mechanisms for networking multiple operators in industries, research centres, and in government agencies, in order to contribute to regional innovation and social development.

In the case of Brazil, the interactions between public research centres (e.g. universities) and high-tech companies have been done by mixing entrepreneurial activities and innovation centres through a supporting environment that has tried to maintain a degree of autonomy of technical innovation, also combined with an industrial development (Almeida, 2008). This type of partnership for technology, innovation, and entrepreneurial capacity, has expanded in the form of inter-firm networks that have supported applied research projects funded by the Brazilian government in collaboration with foreign firms (Guedes, 2004).

Nonetheless, the progress that has been done to establish science and technology (S&T) programs with entrepreneurial capacities remains isolated to few initiatives at national level which have not been systematically adapted to health innovative schemes (Guedes, 2004). In fact, it has been highlighted that “the success of the innovation process is a function of investment in S&T. It also depends on the effectiveness of S&T operating as a system. In other words, successful innovation is about the capacity of distinct actors to interact towards specific goals, adapting themselves to the surrounding environment by which they are influenced” (Guedes, 2004, 231).

The need of systemic mechanisms for the incorporation of multiple actors in innovation and management of health systems still remains quite fundamental for the transfer of knowledge under an organised process that runs in competition terms. However, additional problems have been related with the provision of financial resources required to put into place innovation activities for the stimulation of entrepreneurial activities in health science and health research. In turn, (1) a lack of skill and expertise for the organisational and managerial assessments which reduces competitive and flexible behaviours; (2) a lack of integration of dispersed networks of SMEs in remote areas, making them difficult to share information and overcome biases in health care; (3) a reduced culture about sustainable entrepreneurial activities for health innovation because of the presence of multinationals which have already been operating in the health sector (e.g., pharmaceutical industry) (Lim & Kimura, 2009).

This combination of challenges have mined the innovation environment in newly interacting countries in Asia and Latin America, where innovating economic actors in general have responded to governmental incentives in a diversified manner. In Russia, the commission on Modernisation and Technological Development of the Economy has prioritised intervention areas such as information and communication technologies, or the medical technology to develop research and investment programs, for internal and external cooperation with partners in order to enhance home and international markets’ opportunities (Kaartemo, 2009). Some innovation companies together with research centres of this country have consequently been mobilising resources for cooperation projects with foreign partners on a collaborative basis, however in confrontation with state-owned enterprises, which instead have also operated in non competitive terms. For this reason, increasing public barriers for small private companies, have also involved corruption diffusion and bureaucratic controls, which have discouraged new entrepreneurs to deliver innovation services at country level (Kaartemo, 2009).

Despite extensive regulation rules that also apply to the Chinese market, it has been stressed out that “the innovative capacity in the industry is enhancing steadily; government supports innovation activities highly, […] China has set up a relatively strong public research and innovation system financed by the government. [For instance] the partnership between public research institutions and pharmaceutical companies are emerging. Some sectors, especially bio-pharmaceutical and the modernisation of Chinese traditional drugs are showing a promising future” (Li, Ke, & Guang, 2005, 50). Regarding the development of Science and Technology, public research centres have been supported by the government to improve innovation systems while expanding the industrial capacity to advance the country’s science and technological sectors by including health innovation systems.

In reality, it has to be taken into account that investment programs for medical innovation have been designed according to the existence of inter-dependent agents, (entrepreneurs, service providers, hospital personnel, trained health staff, researchers) that forms a complex variety of factors, fundamentally emerging within separated communities in demand for medical assistance primarily. Moreover, the presence of the private sector has been limited, or perceived as an alternative choice in comparison with national health care services delivered directly to the public.

The technological advancement in health systems has been another key determinant through which governmental orientations in BRIC have been supportive for the creation of innovation research centres in partnerships with private enterprises which can implement the applicability of S&T projects (e.g.: biotech firms). The resulting composition of available resources and organisational architectures has been performed within several dimensions (technology, innovation, performance and institutionalisation) marking the innovation process of single industries at various stages.

Similarly, the translation of operational modes of production for these industries has been performed also in accordance with prioritised economic objectives of the states involved still with contrasting implications about performance and growth levels already achieved in local, regional and national governance. This is because the provision of responsible health care programs has in most cases depended on national laws and regulations that have limited the access to financing schemes. This condition has determined differential development cycles of health systems nationally as well as internationally.

A THEORETICAL SEMANTIC MODEL OF SUSTAINABLE INTERACTIONS FOR HEALTHCARE SYSTEMS

This theoretical semantic model (Figure 6) refers to the implementation of a decisional process designed for the integration of strategic policy aims by regulating the functionality of health systems in BRIC-countries. From previous discussions, about regional considerations on national and local structural reforms conducted by formal institutions to regulate rapid growth transformations, we can shift our focus on major aspects that create favourable conditions for the implementation of health care distribution.


Fundamental interactions of complex systems can be defined according to coordination of cost-sharing responsibilities in environmental contexts that reflect the level of dynamic and functional institutional organisations stratified at various locations. The collaboration process of multi-functional organisations can be oriented according to adaptability criteria about individual behaviours, and environmental mechanisms which have addressed different recipients and facilitated social networks to respond to multiple objectives (Gao, Ding, & Ying, 2006).

In terms of regional distribution of health care programs, relational characteristics have been found in prevalence pertaining to practical medical procedures for assistance and development duties. A corresponding institutional decentralisation has been considered as a process of deregulation of administrative functions, at the local level, for the management of health care, through which federal agencies, municipal sites, and local administrations, become institutional components in national development plans which need to focus within different dimensions.

In fact, the causal relationships being formalised according to specified health criteria could determine the level of future dimensional interactions between governmental agencies, in collaboration with health networks managing the ground process for the local population while enabling the concretisation of decisional process at an institutional level.

Within this type of framework, BRIC have programmed and supported intervention policies to solve problems that have been related to health emergencies in prioritised areas, for instance. Nonetheless, an aggravation of problems has also required more attention for the execution of coherent health targets, which have been normatively planned, but with a limited elaboration in respect to health services and preventive care.

This conditional status about national health programs has also meant that integration between the governmental capacities – with a certain degree of effectiveness of local administrations – still remains a central aspect for the existence of institutional capacities objectively addressing health needs of the population. In addition to this, the proposed model puts into question a decentralisation of resources for different overlapping dimensions.

From the perspective of health management providers, the approximation of institutional interventions leaves an open gap between the various forms of administration, and the respondents of local agencies managing the necessary available capacities and resources for health care.


In effect, a review of medical assistance procedures and the articulation of managerial capacities developed within a country can critically increase a reorganisation of decentralised assistance centres. The health protection plans with a better quality of health delivery services can also incorporate innovation criteria in order to raise the level of adaptability and effectiveness of health systems, despite conditional obstacles (Vieira-da-Silva, Hartz, Chaves, & Pontes-da-Silva, 2007).

Similarly, for the promotion of institutional interventions emerging compatible layers about working organisations in the health context have also been co-related to an information and communication process that has reflected with the level of accessibility of each organisation. According to this model, it can be recognized that functional relationships from national and local governance level of managerial health capacities have been dependent on the exchange of consistent information and communication data, for the application of health programs delivered by specialised medical staff.
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Figure 6. Model adapted from The implementation of decentralized health systems: a comparative study of five cases in Bahia, Brazil (Vieira-da-Silva, et al., 2007, 359). In addition, this model has also been adapted from Kanoui, Joubert, and Maury (2000).




For this type of requirement a series of initiatives to establish cooperation practices can follow the direction of developing,

(a)   a renewal of health standards,

(b)   liaison links between the private and the public sector for the systematic functioning of health care services in a continuous mode,

(c)   integration of available documentation,

(d)   formation of trained medical personnel for the adaptation to innovation changes, and health care distribution.

(Groenewald & Le Roux, 2009).

For the institutional identification of working organisations located in separated contexts some level of attention has to be given to decision-making actors, who have been responsible for decentralising health activities in own communities. At the same time, ensuring that an appropriate monitoring practice can understand the capacity level of working agencies at various locations together with integration of an informative process about health plans with expected results for the regions involved which can also be a quite considerable task.

For this fragmentation of functions, the development of cooperative relations to assist and provide internal and external expertise within an intra-regional health management activity and in contrast with centralised management models can also include the expansion of technical health support systems. Several international agencies, as UNESCAP, have highlighted the growing significance of health systems combined with health innovation technologies for the reduction of killing diseases, especially in rural areas. Because a specialised healthcare distribution that can match with health tasks in different sectors, can as well incorporate the expansion of a skilled workforce, the upgrading of medical infrastructures, and the supply of essential drugs, where ICT (Information, Communication, Technology) can be adopted in order to strengthen the ability of BRIC for better medical provision (Economic Social Commission for Asia and the Pacific [ESCAP], 2009).

Finally, a comparative analysis of BRIC countries about their partnerships between public and the private sector has helped to identify the level of dependence of inter-operating agents that can create knowledge in order to share common competencies and responsibilities. In the meantime, governmental organisations in relation with the industries and research institutions have acted significantly for a development of innovation stages in societal environments that have been responsible for the maintenance of competitive environments, including the health care systems (Dou, 2008).


In order to facilitate the work of national institutions on aspects such as information and technology systems, international partnerships for scientific cooperation, and the transfer of knowledge of research institutions, a required key determinant is the acceleration of important regulatory frameworks drafted for dynamic contexts directly concerning health systems development.

For this reason, the creation of specialised agencies to monitor critical information about the process of strategic global innovation can be elaborated at the national level, with a modified diffusion of health science and technologies to enlarge future perspectives on health systems integration and development for conceptual frameworks within and across countries also globally.

CONCLUSION

From previous accounts, the implementation of state’s functions for coherent regulatory mechanisms addressing users’ needs depends on sustainable initiatives for human health protection that need to be harmonized between centralised health systems, and local infrastructures by strengthening local providers in the private, and public sector.

At the same time, business innovation models can increase effective organisational practices in health, while improving the quality of health standards for national short-term/long-term policy goals. In view of the fact, that changing aspects of technology diffusion will depend on a continuous process upgrading the formation of institutional relationships that become critical for the uses of compatible technologies in the future (Cegielski, Reithel, & Rebman, 2005).

Fitting with the current IT models in health, it remains an integral part of a renovation path for a possible standardisation of procedures, and a timely response to health emergencies. However, structural delivery aspects of health information systems in decentralised areas can represent a constant problematic issue for BRIC-countries to encourage widespread public participation.

In essence, a broader strategic approach for health and health care is only part of a solution for the betterment of aligned societies supporting a consensual orientation and sustaining an effective management of health systems, in order to build up technological capabilities for community development through open information and communication across societies.
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ABSTRACT

Entrepreneurs in Asian economies face many difficulties in starting up and running their businesses. Relationships with government officials help to, e.g., mobilise resources and cope with the constraints imposed by bureaucratic structures. In this context, bribery can be regarded as an investment that entrepreneurs need to make in order to operate successfully in an institutionally weak transition economy. However, not all entrepreneurs pay a bribe. In this paper the relationship between demographic characteristic and bribery incidence has been investigated. This relationship was estimated using unique data derived from a survey of 606 Vietnamese entrepreneurs. The author controlled for various organisational and industrial characteristics. The exploratory results show that in particular well-educated entrepreneurs are more inclined to bribe than others.
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INTRODUCTION

Many Asian economies show impressive growth rates. Countries such as China, Indonesia, South Korea, Taiwan and Vietnam all report growth rates of on average 8% annually since the 1960s (Wu, 2009). At the same time, these countries are consistently rated by agencies such as Transparency International as having the highest levels of corruption. This is a paradox because it is widely believed that corruption inhibits economic growth and lowers investments (Mauro, 1995), distorts competition (Hamra, 2000), increases income inequality (Li, Xu, & Zou, 2000), and reduces the levels of other economic drivers of growth such as financial debt, foreign trade and human capital (Friedman, Johnson, Kaufmann, & Zoido, 2000). To be sure, many of the Asian countries have announced anti-bribery campaigns and signed international anti-corruption agreements. Nonetheless, despite the strong incentives for governments to limit corruption, bribery continues to exist (Johnson, Kaufmann, McMillan, & Woodruff, 2000).

During the past decades the number of corruption studies mushroomed. The majority of these studies have an empirical, country-level or “macro” orientation. Macro-level studies typically apply perception indices as measures of corruption. These data are publicly available from Transparency International or the World Bank. A key aim for the macro-level studies is to understand the effects of institutional factors and national policies on corruption (Herzfeld & Weiss, 2003). This line of research offered helpful explanations for the causes of corruption and shows that the openness of an economy, the quality of political institutions as well as legal- and cultural roots are key determinants of corruption (Treisman, 2007; Wu, 2009).

However, an analysis of country-level data can provide only limited insights of bribery at between individual actors or organisations. This lack of understanding may explain why it has proven to be so difficult to limit corruption. Recent studies therefore attempt to explain the bribery phenomena from a firm-level perspective. The assumption is that firms operating within the same country may vary in their propensity to pay bribes due to factors specific to firms or their perceptions of the environment. Gavira (2002), for instance, shows that bureaucratic interference is higher in firms that are more likely to pay bribes (cf. Swamy, Knack, Lee, & Azfar, 2001). Clarke and Zu (2004) use firm-level data on bribes in 21 transition economies and find that more profitable firms are more likely to pay bribes. This aligns with the findings of Svensson (2003) who tested similar firm-level hypotheses on the incidence and magnitude of bribes paid by 176 Ugandan firms (cf. Mocan, 2008). In a similar vein, Chen, Yaşar and Rejesus (2008) combine firm-level variables with macro-level indicators using information from approximately 3000 companies in 55 nation states. Among others, they show that firm characteristics and the business environment affect a firm’s decision to bribe.

The firm-level line of research is valuable because it shifted the attention away from the demand side of corruption (i.e., the government) towards the supply side of bribery (i.e., the firm). Most policy discussions focus on public officials who are assumed to initiate bribery, which is not always the case. Notwithstanding the valuable insights that derive from the firm-level research, it still leaves many questions unaddressed because it does not account for the individual that performs the bribery activity. In a small-business setting, individuals are the entrepreneurs that represent an organisation. An individual-level of analysis is important because many companies are (very) small or medium-sized organisations where one person dominates the company, for example, because (s)he is the (co-)owner. Understanding the actor-specific dimension of bribery may be important as guidance for developing effective policies to reduce bribery.

Consequently, this paper studied the supply-side of bribery in a business setting within an Asian economy. It has been noted that the level and incidence of corruption not only varies across nation states but also within a particular country. Within-country studies of bribery are rare because of, among others, a lack of appropriate data. The objective is to fill this research gap. The points of departure for this study are threefold. First, in a business setting, bribery is a strategic tool that companies may use to overcome bottlenecks that may otherwise be experienced in Asian economies. That is, the intention of bribery is to avoid or reduce taxes, to bypass laws and regulations, to secure public procurement, to overcome long waiting times for particular licenses or permits, or to ensure public services such as electricity or telephone connections (Peng & Zhou, 2005). Second, bribery is a complex game. Very often the rules of the game, the player(s) and the pay-offs are unknown. As a result, an entrepreneur must learn how to pay the right amount of money to the right person at the right time. Third, not all entrepreneurs pay bribes. Entrepreneurs are different and typically vary in their levels of education and work experience. It is the key aim of this study to understand whether variation in these demographic characteristics determines variation in bribery.

The paper proceeds with a review of the literature on bribery determinants. Then hypotheses that are subsequently tested with data from a business survey of 606 entrepreneurs in Vietnam are presented. The final section concludes the study.

LITERATURE REVIEW

During the past decades, different fields of research studied the corruption phenomenon offering a wealth of explanations for bribery. From an economic perspective, for example, bribe-paying behaviour by firms can be considered as a rational market response aimed to adjust government failure or weak institutional structures that hamper entrepreneurship (Méon & Sekkat, 2005). Bribing behaviour is primarily driven by an efficiency-enhancing mechanism which explains that firms are willing to pay bribes in order to speed-up bureaucratic processes (Lui, 1985). From an organisational perspective it is suggested that internal antecedents (such as ownership structure and business integrity) and external antecedents (such as poor quality of public services) drive bribery (Luo & Han, 2009). Strategic management perspectives emphasize the conditions of outside pressures such as the scarcity of resources. A lack of resources explains why firms use corruption to adapt an organisation to situations of uncertainty and secure firm survival (McKendall & Wagner, 1997). Ethical perspectives stress the importance of anomie theory (Martin, Cullen, Johnson, & Parboteeah, 2007). Anomie theory explains that firms use deviant alternatives when legal means to achieve goals fail.

To date, an overall theory of corruption does not exist and empirical results of bribery determinants are mixed. Macro-level studies suggest that the likelihood of bribes paid by firms depend on the legal attributes, cultural characteristics, the level of human capital and the institutional characteristics of a country (Chen et al., 2008). These determinants are valuable for international studies but obviously have no explanatory power for country studies. For country studies, industry analyses suggest that the control power of public officials and bargaining power of firms are central stage. Control rights theory argues that in an existing regulatory system public officials have discrete decision-making power to execute laws and enforce rules. Their decisions on licenses, permissions and taxes affect firms (Svensson, 2003). The theory also suggests that control rights may differ across sectors and locations. That is, the higher the discretional power over firms in a specific sector, the more likely public officials will choose to work in those sectors because it may create more opportunities for bribery demands. The bargaining theory argues that the bargaining power of firms depends on firm’s ability to pay bribes and the firm’s refusal power or the cost of not paying bribes. That is, the likelihood that a firms pays bribes will be positively related with the (expected, future) profits and a negatively with the expected alternative return to capital.

Futhermore, the empirical literature on corruption indicates that individual (actor-specific) characteristics can explain variation in bribes across firms. Guerrero and Rodriguez-Oreggia (2008), for example, find that men are more prone to corrupt behavior than women. In a similar vein, Swamy et al. (2001) suggest that women on average are less tolerant of corruption. Gatti, Paternostro and Rigolini (2003) find that employed, less wealthy, and older people appear to be more averse to corruption. Among other reasons, it is suggested that older people are less prone to corruption because they are less involved in bureaucratic procedures in daily life (Cabelkova & Hanousek, 2004). Guerrero and Rodriguez-Oreggia (2008) suggest that the higher a person’s education level, the more likely (s)he will pay a bribe. They argue that education is a proxy for opportunity costs and that the higher the opportunity costs, the higher the probability of paying a bribe.

THEORETICAL FRAMEWORK AND HYPOTHESES

This study focuses on the incidence of bribe payouts by entrepreneurs. While it is difficult to observe an official’s control rights over firms it is possible to determine whether or not an entrepreneur (a firm) bribed an official. Thus, the dependent variable in this case is binary variable that equals 1 if an entrepreneur (a firm) pays a bribe and zero otherwise. I argue that in a small business setting individual attributes may affect bribery incidence. The focus on entrepreneurial attributes makes sense because in small firms the entrepreneur makes choices on the basis of perceptions of a particular problem or context. Thus, the aim is to analyse to what extent personal characteristics of entrepreneurs affect bribery incidence (Zahra, Priem, & Rasheed, 2005). It is a question which entrepreneurial characteristics matter. The selection of characteristics is embedded in the literature on entrepreneurship (Casson, 2010). These theories suggest that the choices that entrepreneurs make inherently reflect their educational background and their work experience. In what follows, the hypotheses that relate these characteristics to bribery incidence will be specified.

Work experience is the first demographic characteristic. Management literature emphasizes the importance of work experience for the design of a firm’s strategy (Finkelstein, Hambrick, & Canella, 2009). Entrepreneurs with much experience tend to place more weight on the process of developing formal strategies than those who lack relevant managerial experience (Karami, Analoui, & Kakabadse, 2006). Experience might influence the likelihood of bribery because more mobile, short-tenured entrepreneurs are more likely to engage in high-risk activities such as bribery. Work experience is associated with moral development, deliberateness in decision-making, and more accurate diagnosis of information. Work experience allows entrepreneurs to develop more (tacit) knowledge about corruption or particular experience with bribery as well as adequate shared information through social networks (Lam, 2000). This may increase bribe efficacy, reduce the risk of being asked for bribes, increase the ability to understand optimal levels of bribes per particular event, or to develop competencies that increase bribe refusals. For that reason, entrepreneurs with much work experience are expected to engage less likely in bribery activities. Hence, the hypothesis is:

H1:    There is a negative relationship between work experience and the likelihood to pay bribes.

The level of formal education is the second demographic characteristic. Formal education refers to knowledge that is obtained in primary or secondary schools, technical colleges or universities (Eshach, 2007). Formal learning environments are formally structured in which learning occurs when knowledge is transferred from teachers to students within a systematic educational setting (Gerber, Marek, & Cavallo, 2001). In such settings, attendance typically is obligatory, topics are guided by teachers, motivation is primarily extrinsic, and learning outcomes explicitly evaluated (Tamir, 1991).


The effects of formal education on cognitive abilities is a key subject of research in developmental psychology (Haynie & Shepherd, 2009). The level of formal education measures an individual’s knowledge and competence base (Hitt & Tyler, 1991). Formal education positively affects an individual’s cognitive ability such as open-mindedness and a receptivity to innovation (Becker, 1970), strategic choice and firm performance (Usai, Delmestri, & Montanari, 2001). Wally and Baum (1994), for example, find that the amount of formal education for executives is positively associated with a measure of cognitive complexity or the ability to interpret patterns and differentiate among subjects. Therefore, managers with high levels of formal education are expected to generate a wide range of creative solutions and rational decisions when facing with complex problems (Bantel & Jackson, 1989). Well-educated managers are known as persons who can see and capture market alternatives better than low-educated managers because of their superior awareness levels, information processing capabilities, productivity and decision-making skills (Barros & Alves, 2003). For that reason a negative relationship between formal education and bribery incidence are expected. This hypothesis is in line with macro-level studies that have found that countries with higher levels of education are positively correlated with lower figures of corruption (Ades & Di Tella, 1999; Mocan, 2008). This correlation, in turn, has been interpreted as proof that education decreases corruption supported by the argument that a more educated society would be expected to tolerate bribes less (Rest & Thoma, 1986). Therefore, the hypothesis is:

H2:    There is a negative relationship between formal education and the likelihood to pay bribes.

Non-formal education is the third demographic characteristic of the entrepreneur. Non-formal education is different from informal education. Like formal education, non-formal education occurs in a structured system and is usually planned; however, it often incorporates more intrinsic motivation than formal education and takes place in institutions other than regular schools (Eshach, 2007). Informal education and non-formal education are more or less similar in terms of the voluntary nature and intrinsic motivation. Informal education, however, refers to less structured, spontaneous learning in everyday situations.

Non-formal education in this research setting refers to entrepreneurs who actively participate in management courses. Attending (short-term) management courses allows entrepreneurs to update their business competencies and knowledge (Schamp & Deschoolmeester, 1998). The content of business courses, however, offers an explanation for a positive effect of non-formal education on bribery incidence. It is argued that business education may cause a decline in moral development because these programs typically focus on learning competitive strategies that stress the importance of free riding, defection and selfishness (Goshal, 2005). Additionally, in Asian economies it has been pointed out that education offers opportunities to establish networks. Management courses are often attended not only to update knowledge and improve managerial skills but also to initiate and develop personal networks. Privileged knowledge is the key advantage of a business network. Hence, by attending management courses, entrepreneurs may build networks and learn about prevailing norms and practices of bribery (Brass, Butterfield, & Skaggs, 1998). The effect of a social network can be pervasive because existing network members might enforce their norms to new participants at the threat of exclusion from the network (Cartier-Bresson, 1997). Ongoing inter-personal ties with government officials to access e.g., government contracts manifest opportunities for engaging in bribery transactions (Buchan, 2005). Taking the above into account, the hypothesis is:

H3:    There is a positive relationship between non-formal training and the likelihood to pay bribes.

RESEARCH METHODS

Research context

Among the transitional economies, Vietnam offers an interesting research context, for it is an extreme case in its lack of formal market-institutions but it reports a robust growth of de novo private firms (Heberer, 2003). The country is the third largest transitional economy after China and Russia, with 80% of its population of more than 80 million people living in rural areas (Masina, 2006). Despite its rich natural resources, Vietnam remains a poor country with per capita GDP at US$832 (in 2007). The war for independence against the French stretched from the late 1950s to the early 1960s leading to the division of the country into North and South. This was soon followed by the war against the United States, which continued until the country was reunited in 1975. Under the rule of the Vietnamese Communist Party, Vietnam’s economy was built on a Soviet-style central planning model. This was not successful, and by the mid-1980s Vietnam was close to bankruptcy after withdrawal of Soviet assistance and several years of conflict with China. Prior to the mid-1980s, essentially all economic activity in Vietnam was undertaken by state-owned firms or cooperatives. The transition to a market economy began in 1986 when a series of economic reforms (Doi Moi) were introduced. Most importantly, under state supervision, entrepreneurship was encouraged.

Along with other Asian countries, Vietnam has a reputation for bribery; for decades it has been among the top ten of the most corrupt countries (World Bank, 2000). There have been many attempts by the Vietnamese government to limit bribery by means of legislation, sentencing people to long periods in prison or even imposing the death penalty (Johnson et al., 2000). Nonetheless, bribery continues to exist. There are at least three explanations for the persistence of bribery in Vietnam. First, bribery tends to take place in secret; no contracts are written, making it hard to detect in the first place (Bardhan, 1997). There are many cases were bribery is mutually beneficial, which fosters tacit collusion between the participants. Furthermore, policy measures aimed at detecting and correcting bribery have to be sustained over long periods of time in order to be credible. The campaigns in Vietnam are usually ad hoc and induce bureaucrats to direct bribery transactions towards lower-detection activities (McMillan & Woodruff, 2002). Also, the content of anti-bribery regulations in Vietnam is often of a low quality and complex. The resulting difference between “law on paper” and “law in reality” has often created more rather than fewer opportunities for bribery. Second, those who complain may, in turn, become the subject of retaliatory measures themselves. Many Vietnamese do not feel guilty about their own personal attempt at bribery (Masina, 2006). Close family and business structures (Guanxi) are an integral part of Vietnamese society. It is widely accepted that these social relationships have to be fostered through favours, gifts or hospitality such as invitations to restaurants or karaoke bars. Those who oppose bribery become outcasts in a society where bribery has become an ever-present and “legal” phenomenon that extends throughout all areas of life (Heberer, 2003). Third, Vietnam is a growing and strongly decentralised economy. It is a state with an advanced system of permits and licenses that especially affects entrepreneurs because their activities need government approval. As the economy expands and becomes more complex, public officials see more opportunities to make money (Bardhan, 1997). Different agencies, ministries and local governments have broad autonomy to introduce their own regulations. Subsequently, they all set their own bribes in order to maximise their own revenues. Hence, bribery also persists due to a decentralised local government with badly trained and poorly paid bureaucrats who operate in a poorly developed institutional framework and use all power at their discretion to maximise their income.

Sample

In Vietnam, secondary data can be easily collected for each province; using local administrative offices such as those concerned with statistics, investment and tax, but these data are often aggregated and thus are not applicable at the firm level. For this reason, the key activities of this research project included the design and implementation of a large-scale business survey to collect firm-level information. Such business surveys are rare in Vietnam. One of the implications is that business managers will not be used to providing confidential business information to outsiders or to providing opinions on Likert-scale-rated questions (see, e.g., Aidis & van Praag (2007) for a list of similar challenges). This study applied a dataset from 2004.

This research proceeded in three stages. In the preparatory phase of the fieldwork, an existing business questionnaire has been revised (Le, 2003), discussing it with researchers and business practitioners, and consulting other business questionnaires. Next, several pilot surveys were implemented in two provinces of the Mekong River Delta, namely, Can Tho and Kien Giang. This resulted in a number of modifications to the questionnaire. The final questionnaire contained 35 questions that offered us rich information to measure the constructs. Additionally, I also learned that personal interviews would be the best strategy for collecting firm-level data in Vietnam. The reason for this was two-fold. First, given the sensitive nature of some of the questions (e.g., bribery), a very high level of non-response from a mail survey was expected (computerised surveys via the internet are not a feasible alternative at this moment in Vietnam). Personal contacts are pivotal in the Vietnamese (business) culture. Bribery, for example, is a well-known phenomenon and to some extent a subject for debate but then only in a personal conversation. Second, while secondary data first provided us with a list of private firms, the reliability of this data are doubted due to the fact that it was not up-to-date, especially with respect to the number of newly established firms, mergers or changes of ownership type. Therefore, it was decided that a personal interview with business managers would be the best strategy in order to collect the required data in Vietnam.

In the second stage, a team of interviewers was trained, consisting of teachers and students from the School of Economics and Business Administration, Can Tho University, Vietnam. The selected interviewers were required to have experience in conducting surveys. The interviewers have been trained on the key topics of the survey. They also have to aware of the importance of the data they would be collecting for the university, with the intention of motivating the interviewers to take personal responsibility for the data collection as a means of improving data quality. The interviewers were generally younger than the participants and hence, not a threat for the entrepreneurs. In addition, the interviews were conducted in the local dialect of Vietnamese, which interviewees respond to more easily, making their answers more precise. In the third stage, intensive interviews with entrepreneurs of 606 firms identified in six out of the thirteen provinces of the Mekong River Delta (one of which had recently been reclassified) has been conducted. The reason to concentrate only on the Mekong River Delta was because it has shown a significant increase in the number of private firms in recent years. Additionally, the key role of private firms in this region contributes greatly to the GDP of the entire country. The six provinces were Kien Giang, An Giang, Dong Thap, Can Tho, Vinh Long and Soc Trang. Because of cost efficiency reasons, we concentrated the efforts on these six provinces; the density of firms is the greatest in these provinces.

A sample was not selected prior to the interviews; rather, the sample was selected on the basis of those entrepreneurs willing to cooperate. The interviewees were either the owners or the persons who directly managed the company, defined as entrepreneurs. If the prospective interviewees agreed, the interview will be started, whereas if they refused we apologized and proceeded to the next firm. The questionnaire was conducted only if the owner was available to answer personally in order to obtain complete and correct information. If the prospective interviewees were absent, left the questionnaire and returned having made a new appointment. At the start of the interview, the interviewers showed their university employee card and an introduction letter from the Dean of the university that, among other things, ensured full anonymity of the company and information provided. During the interview, the main topics, such as work experience, education, and industry context, were discussed. Some extra questions were added to invigorate the interview and to enable the respondents to tell their own story to some extent.

This approach resulted in a satisfactory response rate. Approximately 1000 prospective firms have been contacted, and then obtained 606 useable responses. Occasionally this sample included missing observations for particular items. For the regression analysis, all observations with missing values on any questionnaire item has been deleted. This resulted in a conservative dataset with 395 full observations, giving an effective response rate of approximately forty percent. This response rate is considered to be adequate for analysis and reporting (Aidis & van Praag, 2007). The reasons for not participating in the survey included not wishing to disclose information, being too busy or feeling uncomfortable when being asked about their business. The interviewers were not able to collect information from the non-respondents. Often survey research collects data from secondary data sources on simple but key characteristics, such as firm size or turnover, and applies bivariate tests to determine whether significant differences between the sample and non-respondents exist. This information was not available, and for that reason sample bias tests could not be performed. Although this contributes to the exploratory nature of this research, the quality of the survey, the interview process and the substantial number of respondents ensures sufficient confidence in the quality of the dataset (for an extensive discussion on related methodological issues in entrepreneurship research (see, e.g., Coviello & Jones, 2004).


Control Variables

Two sets of control variables are included (Zahra et al., 2005). The first set concerns firm characteristics, that is, firm age, firm size and the firm’s type of ownership. The size of a company is a proxy for a firm’s bargaining power. Small and medium-sized firms are more likely to pay a bribe than their larger counterparts because large companies can use their resources to influence public officials are pursue legal action. In addition, older firms are presumed to have different concerns regarding survive ability than younger firms. It stands to reason that young private firms are more likely to pay bribes than established companies because bribes help to develop a network of relationships with government officials, which, in turn, helps to overcome “liabilities of newness”. The ownership structure may influence the likelihood of bribery as well. For instance, with substantial ownership of cash-flow rights, sole proprietorship provides the incentive and power to undertake actions that will benefit the owner at the expense of the firm’s performance. In contrast, firms with shareholders are presumed to evaluate investments using market-value rules that maximise the value of the firm’s residual cash flows (Anderson & Reeb, 2003). The second set concerns the industry context. Firms in new, expanding industries operate under more challenging conditions than those operating in old, declining industries (in Vietnam, the new industries are predominantly service-related, which are usually more relationship-intensive and rely more on external resources). The final control variable was the level of competition. Some firms operated in emerging markets, that is, in new markets characterised by modest competition due to low demand and high uncertainty, since potential customers are often unfamiliar with the products and services offered (Eisenhardt & Schoonhoven, 1990). Others operated in growth markets that were characterised by severe competition due to high rates of entry. The level of competition takes into account external pressures that may offer incentives for bribery so as to escape from these pressures.

Estimation Method

A (logit) binary choice model has been used to empirically test the hypotheses (cf. Chen et al., 2008) while controlling for individual characteristics, organisational characteristics, and opinions about the bureaucratic system. A firm has a choice between paying a bribe to public officials or not. From the perspective of expected utility maximisation (Svensson, 2003), a firm will pay the bribe if the expected utility from this action is greater than the expected utility of not paying it. Since the expected utility of paying the bribe is unobservable, the difference between the expected utility of paying bribe and not paying the bribe have been modelled as follows:
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Where y* is latent unobservable difference in expected utilities. The xi vector represents the characteristics of personal ties, networks and control variables affecting the likelihood of bribery and the β’ vector is the corresponding parameters. ϵ is assumed to have a logistic (logit model) distribution.

The latent variable y* was not been observed, only observe whether a bribe has been paid out or not. Thus, the y binary variable can be defined as:
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It follows that,
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Where F is the cumulative distribution function of ϵ (Greene, 2003). The probability of observing an event given x is the cumulative density evaluated at xiβ’. The logit distribution is given by:

[image: art]

The logit form has been estimated because I assume a bell-shaped distribution for ϵ that has thicker tails than a standard normal distribution. Maximum likelihood (ML) procedure is used to estimate the parameters of the binary choice model.

Measurement

The likelihood of bribery was measured by a dummy variable that takes the value of 1 if the firm reports to have paid a positive amount of money to government officials to conduct their business, and 0 otherwise. The question was asked in Vietnamese. The usual forward and backward translation process have been used to obtain the English version. The specific question was: “Monthly, how much must your enterprise pay “to lubricate” its business affairs”. The expression “bôi tron” in the original Vietnamese question literally means, “to lubricate”. This is a colloquial, synonym reference to money paid as bribes at government offices or administrative regulators. The closest English equivalent is “to grease someone’s palm”. In the survey, “to lubricate” was explicitly defined as money spends. The measure does not include other forms of bribery such as gifts that may have monetary value as well. The measure is very similar to the ones used by Transparency International and the World Bank. Work experience was measured by the total number of years the respondent had worked for both the focal firm and at other firms (Hambrick & Fukutomi, 1991). Formal education was measured by a dummy variable that equalled 1 if a respondent had a university degree and 0 otherwise (Aidis & van Praag, 2007). Non-formal education was measured by the number of times a respondent had participated in management training courses (Aidis & van Praag, 2007). The age of the company was calculated by subtracting the year the firm was founded from the current year (Goll & Rasheed, 2005). Firm size was measured by the actual number of employees who worked frequently for the company in 2004 (Peng & Heath, 1996). Firm ownership was measured by a dummy variable that equals to 1 if the firm was a sole proprietorship, and 0 for otherwise (Gundry & Welsch, 2001). The respondents operate in three main industries, namely services, trading and manufacturing. Two dummy variables were constructed to account for industry differences, that is, one for services (that equals 1 if the firm operates in the service sector, and 0 otherwise) and one for trading (that equals 1 if the firm operates in the trading sector, and 0 otherwise). Manufacturing was considered as the base case in the model and was thus not included. Competition is the final control variable in this model. A perceptual measure has been used because, among other things, it has been argued that small and medium-sized enterprises form their competitive maps based on perceived information and events (Daniels, Johnson, & Chernatony, 2002; Hodgkinson, 1997). The respondent’s opinion of the level of competition in their industry has been asked in this survey. The level of (perceived) competition was measured using a dummy variable that equals 1 if the respondent indicates that the company operates in a sector with a high or very high competition level, and 0 otherwise (Lang, Calantone, & Gudmondson, 1997).

DESCRIPTIVE STATISTICS – ANALYSIS

Means, standard deviations (SDs) and correlations are provided in Table 1. From the observations, 75% (297 firms) reported that they did not pay bribes. According to the data, for the firms reporting positive bribes, the yearly average amount of bribes that firms paid was VND 60.2 million (US$3,815). The average payment for all firms including the zero-bribe firm is VND 16.1 million (US$1,024). On average, entrepreneurs have 8.05 years of working experience. From the observations, 22% (87 firms) obtained a university degree (or above). On average, most of entrepreneurs obtain high school degree. The number of times a manager had participated, on average, in management training courses is 1. On average, firm age is 7.66 years. Firm size is, on average, 18.54 employees. Of the observations, 95.4% (377 firms) are (very) small firms. Sole proprietorship accounts for 52.4% (207 firms). 16.2% (64 firms) operates in service industry while 49.8% (197 firms) operates in trading.

The data from the research has been used to explore the research question, that is, to analyse why some entrepreneurs’ bribe and some do not. For this, a logit model has been estimated to differentiate the bribing and non-bribing firms using data on entrepreneurs’ personal attributes, firm characteristics, and industry sectors. Before running the logit model, this research investigated whether being corrupt or not is driven by a different process from the level of corruption given that entrepreneurs are corrupt. For this, the Heckman two-step or Tobit-2 procedure have been used that includes two submodels: one of which is the probit (or logit) and the other OLS is served to explain the amount of bribery. The idea is that if the second submodel (OLS) is estimated and the link to the first submodel (probit/logit) is ignored, the estimators are not consistent (Cameron & Trivedi, 2005). The results from the Heckman model, however, show no connection between these two stages with insignificant values for the Mills ratio (B = –279.97; n.s. = 0.30). Hence, sample selection issue is thus of less concern and thereby logit or probit models are an appropriate choice. Therefore one stage approach is continued.

A logit model differentiating bribing and non-bribing firms have been estimated. The results are in Table 2. Model 1 includes the control variables. In Model 2 the main effects are added to the control variables. Variance inflation factors (VIF) did not report multicollinearity between constructs. The max VIF value is 1.80 and thus far below the threshold value of 10 (Chen et al., 2008).


Table 1
Correlations, means and standard deviations (SD)
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Table 2
The impact of entrepreneurial characteristics on bribery incidence
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In order to check whether the logit model is suitable, the Hosmer-Lemeshow test for goodness-of-fit is used. The Hosmer and Lemeshow’s goodness-of-fit test measures the predicted frequency and observed frequency that should match closely, and that the more closely they match, the better the fit. This is confirmed in the model (Hosmer-Lemeshow chi2 = 5.05; n.s. = 0.75).

The regression results are in Table 2. Model 1 includes the control variables. In Model 2 the main effects are added to the control variables.


The first column of Table 2 presents the partial change in [image: art] and the corresponding p-values. The second and the third columns illustrate the [image: art] standardised coefficients and the results of the fully standardised coefficients for [image: art] respectively. The fourth column presents the marginal effects.

CONCLUSIONS

The contribution to the existing field of corruption research is threefold. First, corruption theory has been extent by explaining how personal characteristics determined bribery. More in particular, it has been hypothesised that the incidence of firm-level bribery is influenced by work experience, formal and non-formal education. In so doing, the attention shifted away from institutional and macro-level variables towards individual traits of entrepreneurs as determinants of bribery incidence. Most contemporaneous studies of bribery have an inductive nature and use aggregate, country-level data. It goes without saying that this line of research has significantly enhanced the understanding of the causes of corruption. At the same time, however, I know relatively little about whether and how personal attributes of entrepreneurs determine bribery. Therefore it is suggested to look beyond organisational characteristics and study characteristics of individual leaders in order to come to grips with the enduring business corruption phenomenon. Furthermore, while most studies focus on the recipients (such as officials), a comprehensive understanding of the suppliers of bribes is virtually absent. Hence, existing theories insufficiently account for variation in entrepreneurial characteristics that may determine corruption at the organisation level. This research aims to fill this gap.

Second, building on a unique dataset of 606 Vietnamese entrepreneurs, bribery at the level of the firm can be quantified and the key concepts can be measured. Although much anecdotal and case-study evidence of bribery in Vietnam is available (Heberer, 2003) they focus on single events and therefore lack the scope needed to generalise findings, determine correlations and discuss causalities. This study intended to move beyond case-study literature and to collect firm-level information for a sample of companies that enabled us to develop a good insight into both factual information and subjective interpretations concerning the role of bribery in entrepreneurship.

Third, the research points to the importance of education and the likelihood of bribery. The positive impact of non-formal education on bribery incidence is in line with the predictions. However, the positive impact of formal education on bribery incidence is counterintuitive. I expected that well-educated entrepreneurs would see and capture market alternatives other than bribery opportunities better and therefore would be less susceptible to bribery demands. Formal education, however, may already induce prevailing business norms and network effects that materialize in future careers. Whether there is the possible significance of culture in practices of corruption may be a good research question for future agenda. Additionally, bribery involves uncertainty and ambiguity. Entrepreneurs with more formal education are perhaps better able to plan and play bribery games to their advantage than others.

This study suffers from several limitations that offer opportunities for future research. First, the use of cross-sectional data from Vietnamese entrepreneurs in the Mekong River Delta limits the generalisation of the results. Future studies could replicate this research not only in other Asian or transition economies but also in advanced economies. The dominant perspective suggests that bribery typically is a phenomenon of less developed countries. Case-based evidence, however, reveals that bribery is omnipresent and that Western entrepreneurs are involved in corruption as well. Third, the measure of bribery considers solely the payment of cash. The interaction between an entrepreneur and a public official may also incorporate other forms of bribery. For example, entrepreneurs may indirectly spend money on bribery via e.g., gifts or visits to bars. New data with other bribery measures allows us to test the role of different forms of bribery. Finally, it is well known that cross-sectional data prevent inter temporal, causal analysis of processes that determine the outcomes observed with the use of a questionnaire. Future research may search for a longitudinal or panel study that incorporates bribery levels over time so that a clearer causality between individual preconditions and firm-level corruption may be identified.
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