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ABSTRACT

The recent recall problems that shook Toyota raised questions about the company’s openness with the public. Media attention and the intervention by governments in Toyota’s largest markets in North America, Europe, China, and Japan kept Toyota’s management in the spotlight. The crisis also exposed the power of social media. Although authoritarian regimes can control social media, public companies cannot. They have to live with it by either countering effectively when a crisis begins to brew or suffering the consequences when it grows out of proportion. If Toyota manages social media strategically, can it overcome the recall debacle and protect the reputation it has built over decades as the top-quality automaker in the world? What challenges does the increasingly digitalised auto industry present to Toyota? These are the main subjects of this paper.
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INTRODUCTION

Social media, including social networking sites (SNS) such as Facebook and Twitter, have added new meaning to the spread of news and information. Whereas traditional information channels, such as newspapers, radios and TV, are one-way mediums, the dawn of the Internet and social media has made communication a two-way medium. The lack of official control, supervision and regulation has fuelled a social media frenzy, which has proven to be an effective method of rallying crowds for any significant (or even insignificant) issue.

The recent bans on Facebook and other types of social media by certain governments are proof that social media cannot be ignored. Although authoritarian governments can resort to such drastic methods, public corporations cannot afford to do so. Corporations have no other option than to live with social media phenomena, either countering them effectively when a crisis begins to brew or suffering the consequences when it grows out of proportion.


In this context, it is interesting to explore how recall-troubled Toyota has handled social media and what options are available for Toyota to prevent the situation from going out of control and harming the worldwide reputation as a top-quality automaker that the company has worked for decades to develop.

Toyota’s recall exposed some “digitisation” in the automobile industry as well. Digital technology in the music and video industries and its exploitation by Apple in the Internet and social media essentially pushed Sony, an old industry heavyweight, to the sidelines (Rajasekera, 2010; Chang, 2008). Could the same thing happen to Toyota? Could a newcomer exploit digitisation in automobiles, in conjunction with the Internet and social media, to dethrone an established giant such as Toyota?

The Recall Crisis at Toyota: Rise and Fall

Since its founding in 1937, Toyota Motor Corporation has strived to build quality automobiles. Capitalising on the Japanese concept of Kaizen, or continuous improvement, and Just in Time (JIT), the company has built a worldwide reputation for manufacturing affordable quality automobiles. Considered a conservative company, Toyota capitalised on quality and competed directly with established and well-known brands in Europe, the U.S. and elsewhere (Morgan & Liker, 2006; Magee, 2007).
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Figure 1. In the last decade, Toyota rapidly increased its market share(Source: WardsAuto, 2010)



After its entry to the U.S. market in 1957, it took Toyota more than 40 years to take a 10% share of its most important U.S. market. Toyota has seemed more focused on rapid growth since the beginning of the last decade (Figure 1). Almost 50 years after entering the U.S. market, the Japanese company surpassed Ford and Chrysler in 2007 to become the second most popular automotive brand in America. The year 2007 was also a landmark year for Toyota because the company earned US$15.1 billion in profits, the largest amount in the company’s history and the largest ever for a Japanese company.

The next year, 2008, was a recession year worldwide, and automobile sales dropped everywhere. However, Toyota managed to increase its global market share and became the largest automaker in the world, a record held by GM for 77 years (Time Magazine, 2010a).

Although Toyota became the world’s largest automaker, the No. 1 spot did not bring much solace to the company. After reporting a record profit the year before, the global recession of 2008 brought bad news to Toyota: the company reported the first loss, US$1.5 billion, in its corporate history.

Financial loss aside, the larger shock for Toyota was the seemingly unstoppable stream of recalls that accompanied a streak of emotionally charged accidents, including 52 deaths allegedly attributed to a sudden acceleration problem (CBS News, 2010).

Recalls are nothing new for the automotive industry, especially in the U.S., where the first recall law went into effect in 1966. Over a span of approximately 40 years, 400 million motor vehicles, including cars, buses and motorcycles, were recalled in the U.S. alone, according to U.S. government data (National Highway Traffic Safety Administration [NHTSA], 2010). Thus, approximately 10 million vehicles, on average, are recalled every year for various reasons. What made the Toyota case different was the significance of the image that the company had produced for itself over the years and the damage to the perceived notion that the name Toyota meant quality.

It was almost 50 years ago, in 1961, that Toyota addressed the importance of product quality in its adoption of “Total Quality Control” as a way to compete against well-established car manufacturers (Toyota Motors Corporation, 1961; Ohno, 1988). Damage to the reputation that Toyota had built since that time stunned the general public; especially the Japanese, for whom Toyota is the commercial face that proudly represents the country to the outside world.
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Figure 2. Sudden jump in Toyota’s safety-related recalls(Source: Minto, 2010; author’s research)



The vehicle recall law divides recalls into two categories depending on the type of defect: a defect related to safety (one that can cause injury or death) and a defect not related to safety (such as a defective radio or air-conditioning system). The defects in Toyota vehicles that allegedly caused a number of deaths were related to safety and thus are considered serious (Figure 2). The unprecedented media coverage around the world was due to Toyota’s brand name, its newly acquired title as the “No. 1 automaker in the world,” and its rather lethargic response time to the incidents, some of which reportedly happened several years earlier.
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Figure 3. Recalls cost Toyota 20% of market value(Source: NYSE [New York Stock Exchange], 2010)



On 21 January 2010, media around the world began presenting the stunning news of Toyota’s recall of 2.9 million vehicles in addition to the 3.9 million recalled just a few months earlier. The reaction from all corners, including Toyota’s own customers, the general public, politicians, and the financial markets, was unprecedented in Toyota’s history (Figure 3). The total number of Toyota’s recalls related to the serious safety defect connected to sudden acceleration would eventually climb to 8.6 million globally (Minto, 2010, CNN Online, 2010).

Toyota, the company that made “Total Quality Control,” “Quality Circles” and the “Toyota Way” mantras for any CEO, suffered a severe setback to its long-cultivated image.

In the U.S., where recalls of all types, from drugs to baby food to dog food, were nothing new, the media were quick with sensational stories linked to the now-infamous “sudden acceleration” problem.

With the Internet and social media such as Facebook and Twitter in full force, the negative news spread at unprecedented speed to Europe, China, and around the world, including Toyota’s home market of Japan. Toyota may be facing the greatest challenge to its future. The consequences could be severely damaging unless Toyota reacts prudently.


WHAT TOYOTA HAS TO PROTECT

The world’s automobile industry is undergoing historic changes. In the U.S., the major story is the bankruptcy of two of the “Big Three” automakers amid a historic recession; both GM and Chrysler are operating under U.S. government control. For decades, these two companies, along with Ford, defined America’s manufacturing prowess. However, almost half a century since its entry to the U.S. market, Toyota had become the top auto manufacturer globally and was on the verge of becoming the market leader in the U.S. by overtaking GM.

The auto industry has become extremely competitive, with new low-cost automobile manufacturers, such as Chery and Tata, entering the scene from China and India, respectively. Korea’s Hyundai has built new factories in the U.S. and is competing aggressively with the established Japanese automakers (CBS News, 2010).

With significantly decreased sales due to the global recession, there is no room for any automaker, no matter how well positioned it has been, to make a mistake. Toyota’s position as the global leader means that it has the most to lose from a recall as severe as the one that just occurred.

In the U.S., where hordes of lawyers are waiting eagerly to help victims or their families against Toyota, financial and punitive damages may be severe.

The usual apologies characteristic of Japanese companies can only go so far. As soon as the large recall of 2.3 million vehicles was announced in January 2010, Toyota ordered dealers to temporarily suspend the sales of eight models involved in the recall for a sticking accelerator pedal. Moreover, to maintain a balance of inventory, several factories had to be closed for specific periods.

Nonetheless, the greatest challenge for Toyota is to maintain the public trust. Voluntary recalls, if conducted in a timely manner, can help to boost trust in a company, as was the case in previous Toyota recalls. However, the situation was different this time because the company was forced by the U.S. government, which had received a significant influx of complaints. This forced recall did not create a positive image for Toyota’s reputation, which had been created meticulously over several decades through a carefully planned strategy and public relations campaigns.

Since the days of so-called “Japan Bashing” in the U.S. during the 1980s, Toyota had endeavoured to create an image of an all-American company by designing and building its cars in the American heartland. Toyota’s factories provide direct employment to 35,000 Americans and indirect employment to approximately 115,000 Americans through its 1,400 dealerships, according to company information (Toyota USA, 2010a). Over a 50-year period, Toyota claims to have invested US$17 billion in the U.S., and its dealerships have invested another US$15 billion. Toyota has aggressively promoted “social contribution activities that help strengthen communities and contribute to the enrichment of society” not only by itself but also through its suppliers and dealer networks (Toyota Motors Corporation, 2009).

Toyota has enormous brand value in the U.S. The reputed JD Power often ranks Toyota vehicles near the top in terms of quality. Even in its most recent ranking, Toyota received four first-place awards, more than any other automotive brand. Furthermore, the U.S. is Toyota’s most profitable overseas market. Consequently, there are high stakes for Toyota if the recall is not handled carefully.

CRISIS MANAGEMENT

Since its founding in 1933, Toyota has weathered numerous crises. Although the present crisis did not force the resignation of Toyota’s president, previous situations have led to the downfall of the company’s upper management; for example, the founding president, Kiichiro Toyoda, resigned in 1950 to take responsibility for a labour dispute and sagging sales during a severe Japanese recession (Hosoda, 2009; Magee, 2007). Another crisis, Toyota’s first corporate loss since the 1950 crisis, forced the departure of the then-president Katsuaki Watanabe, bringing Akio Toyoda, the current president, to the top post at Toyota.

With only one year of job experience as president, Akio Toyoda, armed with an MBA from a U.S. business school, faced perhaps the most difficult task in his business career when he was called to testify before the U.S. Congress on 23 February 2010. Already under fire by the U.S. media for not apologising early or sufficiently, his performance, broadcast live around the world, was a defining moment for Toyota and for corporate Japan. Did he apologise sufficiently? Was his performance sincere? Did it look like he was trying to conceal something? The verdict may be yet to come because the response is not delivered only by TV or newspapers.
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Figure 4. Audi took 15 years to recover from U.S. recall(Source: WardsAuto, 2010; author’s research)



In a survey conducted by the TV broadcaster CBS News in the U.S. following Mr. Toyoda’s testimony, the public did not rate Toyota’s explanation very positively: overall, only 27% believed that Toyota was telling the truth, and almost 50% said that Toyota was hiding something (CBS News, 2010).

In a case reminiscent of the Toyota crisis, Audi, the high-end German automaker, had to manage a recall catastrophe in 1986 caused by sudden acceleration of its automobiles sold in the U.S. Of course, the Internet was non-existent at that time, and television was the most prominent media. It was believed that Audi did not handle the media properly, and the public became distrustful of the company. It took fifteen long years for Audi to improve its sales to the level prior to the recall (Figure 4).

Toyota is quite a different company compared to Audi. Toyota is well established in the U.S. market and has a loyal customer base in the millions. With thousands of Americans designing and building automobiles within the U.S., Toyota has cultivated a loyal following that includes some key politicians from the heartland. In fact, several of these politicians came forward during this crisis to tone down the US government’s outcry against Toyota’s allegedly slow response.

The media itself has undergone dramatic changes since the Audi debacle in 1986. With the explosion of the Internet, media has become much more interactive. Social media, such as Facebook and Twitter, have demonstrated that people rely on them during crises. As a corporate utility, social media is an excellent way to disseminate company messages to the public (Qualman, 2009). Alternatively, social media, if properly used, is a way to keep an eye on the public mood when a significant issue occurs that affects a large number of people, such as the present recall, which raised emotions among many of Toyota’s customers.

POWER OF SNS

Social networking sites, or SNSs, are web portals that allow users to become members and create their own profiles. SNSs also allow members to form relationships. Members can post and share messages, photos, and videos instantly, and members have the option of making these postings available only to the member’s friends or to general members of the SNS (Knoke & Yang, 2007).

Social networking sites can be used as community-based Web sites, online discussion forums, chat-rooms, and spaces to discuss a certain social topic. One recent example in which SNSs were cited as a playing a critical role is the so-called “Arab Spring,” which saw many entrenched regimes in the Arab world fall due to popular uprisings fuelled by social media (Ghannam, 2011).

With more than 800 million active users around the world, Facebook is the most dominant SNS in existence today. If Facebook were a country, it would be the third most populated in the world, behind only China and India (http://www.insidefacebook.com). Facebook originated in the U.S. in 2004 and has grown dramatically. With more than 150 million active users, the U.S. is its largest customer base. Non-English-speaking countries, such as Indonesia, Turkey, Mexico and Brazil, each have more than 25 million active subscribers to Facebook (http://www.insidefacebook.com). Fearing the power of Facebook to gather crowds, some countries have censored access to Facebook.

Other SNSs that have gained wide popularity are YouTube and Twitter. YouTube allows videos to be shared. Owned by Google, it is said that YouTube receives more than 3 billion views per day, and close to 50 hours of videos are uploaded by members every minute (Henry, 2011). Twitter, which originated in the U.S. in 2006, has over 300 million active users worldwide. Twitter is an SNS for short messaging and has become quite popular in the case of disasters, such as earthquakes, when regular phone lines are disrupted (Sakaki, Okazaki, & Matsuo, 2010).

With the prominent role of SNSs as media where any popular topic can galvanise a movement, it would be wise for Toyota, with its large customer base worldwide, to consider using it.


TOYOTA’S SNS STRATEGY

With manufacturing operations in 27 countries and a dealer network in 170 countries, Toyota is a giant organisation. In any large organisation, media releases for newspapers, television, or SNSs such as Facebook, Twitter, or YouTube must be coordinated carefully to prevent public confusion. Indeed, Toyota seems to have realised the importance of SNSs early on. As soon as the recall crisis began receiving media attention, Toyota quickly put together an “Online Newsroom” and a “social media strategy team” to coordinate all the media releases from different organisations of the company, such as public relations, customer services and dealers (Toyota USA, 2010b).

The SNS sites Toyota is operating include the following:


	Facebook: www.facebook.com/toyota

	Twitter feeds: www.twitter.com/TOYOTA

	YouTube: www.youtube.com/toyota

	YouTube USA: www.youtube.com/user/ToyotaUSA

	Pressroom Toyota: www.pressroom.toyota.com



In addition to Toyota’s own efforts, anyone interested in expressing an opinion has the option of using any SNS media to exchange opinions. On Facebook itself, the author found ten active anti-Toyota social groups (more detail later in this section).

Reasoning that the company had not had a major backlash from its customers, especially in the U.S., where media was providing sensational coverage around the clock, Toyota stated that it had increased the number of customers on its Facebook page. It is true that Toyota fans to this SNS site increased by approximately 10% monthly. However, all of the other major U.S. brands had also been adding fans to their Facebook SNS sites (Figure 5).
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Figure 5. Ford and Hyundai adding fans faster on Facebook(Source: http://www.insidefacebook.com; author’s research)



In terms of the number of fans, GM is the leader on Facebook, followed by Ford, with Toyota at number three. However, the up-and-coming Korean automaker Hyundai is adding fans at the fastest rate. Thus, Toyota’s claim that it does not observe customers losing faith or abandoning the company may be a premature judgment.

A key advantage of tapping into SNS is that a company can gather nearly real-time information about customers’ feelings or complaints. According to a recent study, consumers use SNS when making decisions to buy automobiles (Chen, Fay, & Wang, 2011). However, the automobile industry in general has not significantly used SNSs as major communication media (MH Group, 2009), with the exception of fan clubs. A Toyota fan club, such as the one on Facebook, may not reflect all sides because the people who join the club are likely to already have a positive opinion about the brand or the company.

In fact, the recall process produced quite a few SNS groups attacking Toyota. The company may want to periodically tap into such groups to follow up on their messages. On Facebook itself, one can find more than ten such SNS groups, with revealing names such as “anti-Toyota,” “anti-Toyota Prius Group!,” and “anti-Prius movement” (Facebook, data on 26 May 2010). However, the total number of members of these groups is quite small, less than 1% of the number on Toyota’s official Facebook SNS. Toyota may be concerned about the growth of the membership of these SNSs and the rate at which members post messages as well as the content of these messages.

One SNS site that was in operation well before the current round of recalls threatened Toyota is a public site called PRIUSchat (http://priuschat.com/). It is interesting to observe the traffic and the number of SNS groups on this site (Figure 6).
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Figure 6. Number of messages increases with bad news(Source: http://priuschat.com/; author’s research)



The peak observed in the traffic line on this exhibit is the result of a sudden recall announcement associated with one of Toyota’s most popular hybrid models, the Prius. A careful analysis of these messages can explain the seriousness of this concern.

LONG-TERM EFFECTS OF SNSs ON TOYOTA

A comparison of traffic to Toyota’s SNS site and anti-Toyota sites on Facebook, as explained in the previous section, reveals that Toyota strategically managed its SNS media with regard to the current recall. However, associated problems with the recall have brought to light a more serious threat that is directly related to the digitisation of the automobile (Figure 7).
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Figure 7. Automobiles are increasingly becoming digitised(Source: Chang, 2008; Whitfield, 2002; author’s research)



With the advances of the computer, automobile manufacturers around the world adopted many computerised methods to control and optimise the function and performance of their vehicles. This is very similar to what occurred when analog music devices gradually became digital. Sony was clearly the leader in analog music, but, by strategically exploiting SNSs and software, Apple came from nowhere to lead the digital music world. Could Toyota experience something similar?

Despite the long span of time that the recall problem has threatened Toyota, the cause of the problem or problems remains somewhat unclear. Blame has often been placed on a faulty electronic system. The National Highway Traffic Safety Administration has sought the help of NASA and the National Academy of Sciences in the US to identify the problem (Time Magazine, 2010b).

A modern automobile has several systems that are controlled digitally by computer chips and software:


	Electronic Throttle Control

	Electronic Stability Control

	Electronic Brake Control

	Electronic Fuel Injection

	Electronic Speed Control




Of course, there are many other functions, such as air conditioning and safety monitoring, that may be controlled by a computer mechanism. It is said that a modern automobile has, on average, 70 to 100 microprocessors and millions of lines of software code (Charette, 2009; ScienceDaily, 2010).

Although there are common electronic parts used across many manufacturers, some key control systems are proprietary. Whether a problem with these systems is hardware-related or software-related, customers have no choice but to take the whole vehicle to a dealer. In Toyota’s sudden acceleration problem, some experts suggested that the problem could be a software problem. When such a software problem occurs in a modern electronic device, the solution can often be downloaded from the Internet quickly and easily. Although there are onboard diagnostic systems in vehicles, including Toyota’s problem models, accessing them often requires taking the car to a dealership.

If a car behaves like a modern electronic gadget that is connected to the Internet – and automobiles are increasingly becoming web-enabled – the problems can be monitored to varying degrees in real time, and fixes can be accomplished cheaply and swiftly. This may present a threat to an established player such as Toyota.

In 2005, Toyota was embarrassed by several recalls. In Japan, the total number of recalls, including Toyota’s, multiplied 40 times in comparison with 2001 levels, causing serious concern to the Japanese government. The government asked Toyota for an explanation, and the company promised to create a defect-reporting database so that it could monitor vehicle-related complaints from customers in a timely manner.

However, the current problems with Toyota revealed that either the company did not create a system to accumulate data into such a database or the company did not pay attention to the data gathered in this database in a timely manner.

In his testimony to the U.S. Congress, President Toyoda admitted that the company was growing too fast and that it may have focused on selling cars rather than paying sufficient attention to quality. According to a statement from a Toyota employee union, only 60% of vehicles are completely tested at the final stage, compared to 100% a few years ago. It is possible that Toyota did not pay sufficient and timely attention to customer complaints and may not have analysed the complaint database (if it had one) carefully.

For the company that pioneered Just-in-Time manufacturing, Toyota’s response to the faults and problems was far from being JIT. This situation may present new opportunities for companies that have the means to observe customer behaviour almost in real time, such as through Facebook and Google.


Toyota’s situation is similar to the situation at Sony. The company was growing rapidly in the areas of television and music CD players, but it did not realise the importance of the Internet and social media or that its customers were moving to such sites. Apple saw the opportunity and seized it, and the rest is history.

Whether a similar thing could happen to Toyota and whether Toyota can prevent a demise like the one Sony experienced remain open questions.

CONCLUSION

Although recalls are not new for automobile companies, including Toyota, the recalls since 2009 were the largest in Toyota’s history. The historic crisis created by these recalls raised many questions about the openness of the company. In particular, the delay by the company’s president Akio Toyoda in providing explanations raised public doubts about the company’s sincerity. The crisis also exposed the power of social media. SNSs had recently gained prominence in rallying audiences around hot social issues, and Toyota seemed to have realised their importance early on. Based on the data collected on Facebook, Toyota did well; even during the crisis, Toyota managed to add fans to its Facebook site. However, observing one’s own performance on an SNS does not tell the whole story. Toyota must carefully watch its competitors. As shown in this analysis, the Korean automobile company Hyundai is adding fans to its SNS at the fastest rate. There must be a reason for this growth, and Toyota will be challenged to find it. Another challenge to Toyota, as highlighted in this study, is the digitisation of automobile functionalities, which is increasing rapidly. Even the recall problems in Toyota vehicles were believed to be related to digitisation. The solutions for these problems are software issues. This is where SNSs can again play a key role. Apple used SNSs and software applications (called apps, in Apple’s terminology) to unseat Sony from the music gadget industry. Unless Toyota realises this, it could face serious challenges to its supremacy in the world automobile industry from existing or new automakers.
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ABSTRACT

Index tracking, the most popular form of passive fund management, is a portfolio selection problem in which the return of one of the stock market indexes is reproduced by creating a tracking portfolio consisting of a subset of the stocks included in the index. Index tracking has been known as an NP-Hard problem, and sophisticated approaches have been proposed in the literature to solve this problem. This paper presents an easy-to-implement heuristic solution to this complex problem. The proposed approach was implemented to develop a tracking portfolio of 438 stocks listed in the Tehran Exchange Price Index. The numerical results indicate that the approach is able to identify quality solutions within reasonable model runtime.

Keywords: index tracking, portfolio selection, fund management, heuristic approach

INTRODUCTION

Fund management concerns the investigation of stocks and securities of those companies whose stocks are represented in stock markets worldwide (Beasley, Meade, & Chang, 2003). There are two common strategies in fund management. The first is the active strategy, which is used when the goal is to make investments in stocks that are expected to outperform other stocks in the market or outperform the average outcomes of the stock market (Alexander & Dimitriu, 2005). In this strategy, performance depends on the fund managers’ experience and judgment. The other strategy is called passive strategy, which is used by less experienced fund managers who are reluctant to take great risks. In passive strategy, the primary focus is placed on the long-term performance of the market instead of the short-term, temporary extra return achievement (Alexander & Dimitriu, 2005).


Empirical analysis in recent years has revealed that actively managed funds cannot exceed their comparative index, and this has resulted in more attention being paid to passively managed funds in which managers can accrue profits without taking excessive risks. Passive management of funds, particularly index tracking, has gained popularity in the U.S., Europe, Australia and Eastern Asia (European Asset Management Association, 2001; Maringer, 2008). The most common model of passive fund management is called the index fund or the index tracking portfolio, which takes two forms: full replication and partial replication (Maringer, 2008). In full replication, the investor purchases all of the stocks available in the index, whereas in partial replication, only a subset of stocks are purchased (Shapcott, 1992).

This paper uses partial replication for solving the index-tracking problem, in which choosing a subset of stocks leads to a combinatorial optimization problem. We have developed an heuristic approach to solving this complex problem. Here, the problems are choosing the best subset of stocks to be included in the index tracking portfolio and calculating the optimal weight for each stock in the tracking portfolio. We tackle the two problems in a disaggregated approach. Although some complicated solutions have been proposed in the literature to solve the index tracking problem, this paper proposes a simple heuristic approach for selecting the optimal subset of stocks, and the concept of pseudo inverse in advanced algebra is used to determine the optimal weight of each stock in the tracking portfolio.

LITERATURE REVIEW

The index tracking problem (ITP) is a portfolio optimization problem, a popular research area in the field of management science and operations research (MS/OR). Despite the importance of the ITP, only a few published articles address practical solutions to this problem. In fact, there were only 15 published articles that focused on solving the ITP before 2003 (Beasley, Meade, & Chang, 2003). Several approaches and data collections have been used to solve this problem, the comparison and analysis of which are beyond the scope of this paper. Here, we only refer to the most recent and relevant articles in this area.

By establishing the standard mean-variance model for portfolio optimization, Markowitz created an index tracking portfolio in which the optimal weight of each stock is determined by solving Markowitz’s model with its well-recognised objective function and constraints (Derigs & Nickel, 2003; Markowitz, 1952). Hodges (1976) used Markowitz’s model and for the first time presented a comparison between the index tradeoff curve and the index tracking portfolio tradeoff curve. Later on, Roll (1992) used Markowitz’s model; however, the theoretical deficiency prevented this model from being widely used during the past two decades (Beasley et al., 2003).

After Markowitz, several approaches have been used for modelling the ITP. Rudd (1980) created a single factor model for the ITP of the S&P 500 with an heuristic solution for handling the problem constraints. He included the transaction costs of purchasing and selling stocks in the objective function. Coreilli and Marcellino (2006) presented multi-factor models for solving the ITP. Connor and Leland (1995) considered the cash management problem in their model for building a tracking portfolio and included the transaction costs as a fixed percentage of the money invested. Buckley and Korn (1998) modified Connor’s model and considered transaction costs as the main model constraint. Rudolf, Wolter and Zimmermann (1999) developed four different forms of linear functions for index tracking models. They changed the tracking error minimisation model to a linear model but could only solve the problem for a small set of data. Frino and Gallagher (2001) studied the impact of seasonal factors on tracking errors and found that the tracking error is higher in January because of the market fluctuations at the beginning of the year.

Because of the complexity of the ITP, traditional methods cannot solve the problem optimally; therefore, heuristic and meta-heuristic approaches have recently been adopted to identify the optimal solutions to the problem (Beasley et al., 2003; Derigs & Nickel, 2003; Krink, Mittnik, & Paterlini, 2009; Maringer & Oyewumi, 2007; Miao, 2007; Ruiz-Torrubiano & Suárez, 2009). Beasley et al. (2003) used an evolutionary heuristic approach for identifying the best stocks to be placed in the portfolio. Derigs and Nickel (2003) adopted a simulated annealing meta-heuristic to design a decision support system to be used by fund managers. Okay and Akman (2003) used a constraint aggregation method for the first time to solve the ITP; this method was initially developed by Beasley et al. (2003). They demonstrated that their approach yields similar computational results within a shorter model runtime. Oh, Kim and Min (2005) used a Genetic Algorithm (GA) approach to follow the South Korean stock market index. Dose and Cincotti (2005) developed a clustering model to build a portfolio to track the S&P 500 index. In this model, the stocks are grouped based on a distance measure between two stocks, and only one single stock is chosen as a representative of that group. By solving a quadratic problem, the optimal weight for each is stock is calculated.

Krink et al. (2009) suggested a differential, evolution-based meta-heuristic and compared the results with those of other meta-heuristic algorithms such as GA, simulated annealing and particle swarm optimisation. It was shown that this approach is more efficient in solving more complicated problems. Maringer and Oyewumi (2007) used an identical approach to re-create the Dow Jones index performance and demonstrated several advantages in terms of the number of parameters involved and also its ease of implementation. Primbs and Sung (2008) used stochastic receding horizon control for solving an ITP. They developed a predictive control model and formulated the ITP as a stochastic linear quadratic control problem. Carakgoz and Beasley (2009) used a linear regression to solve the problem in which both the ITP and improved indexation problem are transformed into a mixed integrated linear program that can be solved by standard linear solvers such as IBM ILOG CPLEX Optimization Studio. Barro and Canestrelli (2009) studied a dynamic ITP that considers the minimum number of stocks in an index portfolio in terms of transaction costs. They proposed a multi-stage tracking error model that was solved using a stochastic planning technique based on a progressive hedging algorithm. Ruiz-Torrubiano and Suárez (2009) introduced a hybrid strategy based on the combination of an evolutionary algorithm and quadratic programming. They used the formulation of Beasley et al. (2003) and demonstrated that the computational times can be reduced using their hybrid approach.

In this paper, we propose an heuristic approach for solving a complex ITP. Our heuristic approach helps the investor determine both the optimal subset of stocks for the tracking portfolio and the optimal weight of each stock. To investigate the effectiveness of the solution proposed in this paper, the approach is implemented to develop the desired tracking portfolio from 438 stocks presented in the TEPI.

ITP FORMULATION

We assume having N stocks in a given index during time period T. The objective is to develop an index tracking portfolio with K stocks (in which K ≪ N) to track the index from the time of T to the future time of L. The answers to the following queries are sought in a typical ITP: (1) which stocks must be included in the tracking portfolio—i.e., the optimal K stocks from the set of N stocks; and (2) what proportion of the invested fund should be allocated to each of the K stocks. A basic approach for modelling an ITP is an historical approach that assumes that the past directs the future. Like many previous works, such as those of Beasley et al. (2003) and Maringer and Oyewumi (2007), we investigated the validity of this assumption by dividing the data set into in-sample data and out-of-sample data. Therefore, the problem formulation presented in this section is similar to the formulations of Beasley et al. (2003), Maringer and Oyewumi (2007), Ruiz-Torrubiano and Suárez (2009) and Okay and Akman (2003).


Mathematical Modelling

We use the following parameters for the ITP formulation.



	N:
	Total number of stocks in the concerned stock market index



	K:
	Desired number of stocks in the tracking portfolio



	e:
	Minimum proportion of investment in each stock



	xu:
	Maximum proportion of investment in each stock



	T:
	Time period (0, 1, 2,…, T) in which the time unit can be disaggregated to days or weeks



	St,i:
	Value of one unit of stock i (i = 1, 2,…, N) at time t (t = 0,…, T)



	rt, I:
	Single period continuous time return of stock i at time t (derived from Equation 1).
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	Bo:
	Amount of investment to create the index tracking portfolio (i.e., the available budget)



	ni:
	Number of stocks i (I = 1,…, N) in the index tracking portfolio (decision variable)



	bi:
	Stock selection binary variable; bi = 1 if stock i is selected to be included in the tracking portfolio, bi = 0 otherwise (decision variable)



	Pt:
	Value of index tracking portfolio in time t (derived from Equation 2):
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	rt,P:
	Single period continuous time return of the tracking portfolio at time t (derived from Equation 3):
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	It:
	Value of the index at time t



	rt,I:
	Single period continuous time return of the concerned index at time t (derived from Equation 4):
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Using the above parameters, Equation 5 formulates the objective function for the proposed ITP.
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Subject to:
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Equation 5 represents the objective function of the proposed ITP. The mean square error ratio is used to accommodate the theoretical weakness in using variance measure. In addition, the objective function does not intend to achieve excess return of the concerned index, but to track it as closely as possible. Equation 6 is the main model constraint that ensures there are K stocks available in the tracking portfolio. Equation 7 ensures that if stock i is not available in the index portfolio (bi = 0), then ni will be equal to zero; and if stock i is available in the index portfolio (bi = 1), then the minimum and maximum investment limits on each stock must be considered in the solution approach. The complete use of the available budget is imposed by Equation 8. Beasley et al. (2003), Ruiz-Torrubiano and Suárez (2009) and Krink et al. (2009) argue that it is not necessary to consider this constraint in an ITP because a small investment in some stocks or budget reduction can simply rectify small deviations for the complete satisfaction of this constraint. Equations 9 and 10 enforce restrictions on the integer variables.

Modified Mathematical Modelling using Continuous Decision Variables

There are two integer variables in the proposed formulation: (1) bi is a binary variable indicating whether stock i is selected in the tracking portfolio, and (2) ni is an integer variable standing for the number of stocks in the portfolio.


Obviously, ni is a discrete number because the number of purchased stocks cannot be a decimal or a rational number. To tackle the complexity of solving a discrete model, we convert ni to a continuous form as is also proposed in Derigs and Nickel (2003), Frino, Gallagher and Oetomo (2005), and Ruiz-Torrubiano and Suárez (2009). We define xi as a continuous variable to show the proportion of investment in stock i derived from Equation 11.
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Using this approach, ni can fluctuate dynamically over time, although the proportion of the investment in stock i remains constant. Thus, rt,p can be reformulated as follows:
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With this modification, the formulation of the objective function is changed to the following:
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If stock i exists in the tracking portfolio, then bi = 1 and constraints 14–16 are effective:
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If stock i does not exist in the tracking portfolio, then bi = 0 and thus xi = 0.
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In this formulation, Constraint 14 is replaced with Constraint 7, indicating the floor and the ceiling proportions of the amount of money invested in stock i. Constraint 15 is replaced with Constraint 8, ensuring the complete use of the available budget. Constraint 16 is similar to Constraint 6, which is the major constraint of the ITP, restricting the number of stocks in the tracking portfolio. Short selling is allowed in our model, and therefore Equation 17 indicates that xi can also obtain negative numbers.

A HEURISTIC SOLUTION APPROACH

Defining continuous variables in previous section can significantly simplify the development of a solution approach for the proposed ITP. However, a binary variable bi remains in the model formulation. The problem of selecting the stocks to be included in the tracking portfolio can significantly increase the problem dimension, which in many cases results in an extremely large problem search space (Rudolf et al., 1999). This is why heuristic and meta-heuristic methods have been adopted in recent years. In general, two questions must be answered to build a tracking portfolio: (1) which K stocks of N stocks should be selected from the concerned index for inclusion in the tracking portfolio, and (2) what is the optimal weight of each selected stock in the tracking portfolio. Assuming that the answer to the first question is known to be S comprised of K stocks and also assuming that all model constraints are relaxed, the problem can be solved using Equation 19.
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For better illustration of this formulation, we define the following matrixes to convert Equation 19 into a matrix form. AT ×N is the return matrix of N stocks in the time horizon T, and XN ×1 is the decision variable matrix of the optimal weights of stocks in the tracking portfolio. IT ×1 is also defined as a matrix for the return of index in time horizon T. Therefore, the matrix form of Equation 19 is presented in Equation 20.
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For Equation 20 to be solved, Equation 21 must be true because TE is minimised (i.e., equal to zero) only if the return of the index-tracking portfolio (AX) equals the return of the index (I).

[image: art]

Although matrix A is a non-square matrix, Equation 21 can be calculated using the pseudo inverse technique from the context of advanced linear algebra (Hefferon, 2008). Hence, matrix X can be calculated from Equation 22.
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In summary, by relaxing all the model constraints, the optimal objective function can be calculated from Equation 22. However, the feasibility of the solution is not guaranteed if model constraints are taken into consideration. In addition, the second question of the ITP has nevertheless remained unanswered. In any ITP, a time series of data (i.e., index time series) is tracked by the use of another time series of data (portfolio time series). Similarity between the concept of “the correlation between two time series of data” and the ITP leads us to development of an heuristic approach in which the selected stock to be included in the portfolio is the one with the strongest positive correlation with the index. In the proposed approach, the correlation between the time series of the value of N stocks (included in the index) and the time series of the value of the index is calculated. The first K + L stocks with the highest positive correlation are selected to form the reduced search space, and the remaining N-K-L stocks are ignored. L is an integer between 0 and 10 aiming to make the search space a little wider for achieving the optimal tracking portfolio (it will be demonstrated in the next section why the value of L should be in this range). Using this approach will help considerably in reducing the size of the search space, making the problem easier to solve optimally. Hence, the proposed approach presented in this section can be summarised in the following four steps:


	Select K + L stocks out of N stocks that have the highest positive correlation with the index. This approach reduces the problem search space in which the number of candidates in the tracking portfolio is K out of K + L [image: art] instead of K out of N [image: art].

	From Equation 22, calculate the optimal weight of the stocks in every selected portfolio.

	From Equation 20, calculate the TE value for each tracking portfolio.

	Select the portfolio with minimum TE to represent the index.



Although the complex ITP can easily be handled using this approach, there are nevertheless uncertainties in terms of the feasibility of the generated solutions because of the ignored model constraints. To deal with this, we define a constraint violation measure representing the deviations against the major model constraints. If the value of the constraint violation measure is large and significant, then our heuristic approach must be adopted to take the model constraints into consideration. If the constraint violation measure is not substantial, we ignore the consideration of model constraints because the proposed approach has previously resulted in a feasible solution. The detailed discussion of the implementation of this model on the TEPI is presented in the next section.

MODEL IMPLIMENTATION

To evaluate the performance of the proposed heuristic approach in this paper, we implemented our heuristic method to develop the tracking portfolio in a real-life case study. The most demanding stock market in Iran is the Tehran Stock Exchange (TSE), the price index of which is referred to as the TEPI (also known as TEPIX). The TSE is made up of 438 stocks providing a representation of the country’s economy throughout the year. For our data set, we decided to use the daily stock prices of the TEPI in 2003 because in that year the country experienced the most stable economy of the past decade and in 2003 there was much less missing data, enabling us to create a quality data set. Similar to the methods of Maringer and Oyewumi (2007), the average of the existing prices of the adjacent days was used for the missing data. Having 205 values for each stock in TEPI, we clustered the time period [0, 103] for the in-sample data set and the time period [103, 205] for the out-of-sample data set.

The proposed model was run on a SONY VAIO laptop with a 2.1 GHz dual-core processor and 2GB of RAM. In addition, we used xl = 0.01 and xu = 1 as the minimum and maximum proportions of investment in each stock, respectively. Table 1 shows the achieved numerical results for the first TEPI tracking portfolio for K = 5 and K = 10. As previously mentioned, the main issue in the presented heuristic approach is to identify whether the generated tracking portfolio is feasible. For this, we measured the percentage of constraint violation for both floor and ceiling constraints as well as the budget constraint (i.e., the ratio of the violated portfolios to all possible portfolios in the problem search space). Columns 5 and 6 in Table 1 (constraint violation) demonstrate that these values are quite small in scale, which validates the feasibility of the solutions found.

To evaluate the effectiveness of the generated search space obtained from our heuristic approach, the mean and standard deviations of tracking error (TE) from all possible portfolios in the search space are calculated in columns 7 and 8, respectively. The low values of “standard deviation of TE” and the proximity of the values of “mean of TE” and their equivalent in column 2 (i.e., the minimum TE) not only demonstrate the effectiveness of this approach in generating a practicable search space but can also validate the fundamental concept behind the proposed approach in this paper (i.e., the correlation-based selection for the tracking portfolio—refer to previous section for more information).

Table 1

Computational results for the TEPI for K = 5 and K = 10

[image: art]

The promising results demonstrate that the approach could develop an effective tracking portfolio in terms of both tracking error and model runtime. The TE values in Table 1 show only a small difference between in-sample data and out-of-sample data. Moreover, the results for K = 10 are slightly better than those for K = 5, which indicates that TE decreases with an increase in the number of stocks in the tracking portfolio.

The achieved numerical results indicate that the index-tracking problem with an historical look-back approach (refer to Beasley, et al., 2003) can be effectively addressed using the concept of the matrix correlation (which is naturally quite similar to the concept of index tracking). In this manner, the complicated index-tracking problem can be solved easier and faster (refer to column 4 in Table 1 for the runtime report). A feasible tracking portfolio consisting of five stocks could be produced in about two seconds. Figure 1 and Figure 2 illustrate the performance of our tracking portfolio with K = 5 for in-sample and out-of-sample data, respectively. The achieved results for K = 10 are shown in Figure 3 and Figure 4.
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Figure 1. In-sample tracking performance for TEPIX with K = 5.
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Figure 2. Out-of-sample tracking performance for TEPIX with K = 5.



In the former section, we mentioned that the value of L should be within the range of 0 to 10 as an indication of the size of the search space. To evaluate this assumption, we run our heuristic model for both K = 5 and K = 10 when the value of L varies between 0 and 10. In Figures 5 and 6, the vertical axis demonstrates the TE values and the horizontal axis represents K + L, in which L changes from 0 to 10. Both figures show an initial sharp decrease in the value of tracking error (TE) while K + L increases to approximately 11 (i.e., L = 6) and 18 (i.e., L = 8), respectively. The TE value seems to remain almost unchanged after these points. This indicates that the suggested movement range for L is well set to be between 0 and 10, resulting in an appropriate search space for our heuristic.
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Figure 3. In-sample tracking performance for TEPIX with K = 10.
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Figure 4. Out-of-sample tracking performance for TEPIX with K = 10.
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Figure 5. Changes in TE value with fluctuations in the value of L (K = 5)
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Figure 6. Changes in TE value with fluctuations in the value of L (K = 10)



CONCLUSIONS

The index tracking problem is commonly faced by fund managers who intend to develop tracking portfolios for following or out-performing the average stock market performance. The available heuristic and meta-heuristic techniques proposed for solving index tracking problems are complex in nature and require long computational times. This paper presented an easy-to-implement heuristic approach using a correlation-based method to select the appropriate stocks for inclusion in the tracking portfolio as well as the concept of pseudo inverse to determine the optimal weight of the selected stocks.

The proposed approach was implemented to develop a tracking portfolio from 438 stocks listed in the Tehran Exchange Price Index. The numerical results indicate that our heuristic approach yields quality outcomes with small tracking error values in both in-sample and out-of-sample data sets within reasonable model runtime. With this proven application, the proposed method can easily be implemented in other stock markets to assist fund managers in dealing with the complexity of the index-tracking problem.
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ABSTRACT

This study seeks to understand the factors influencing the location selection decision making of information technology companies in India. The development of industrial estates has experienced phenomenal growth due to the globalisation policy of the government of India. Seven constructs, which include manpower, technology, social, hedonistic, industrial site, economic governmental factors, and as well as their underlying items, play vital roles in location selection decisions. A pilot study was conducted to understand the market and frame an effective questionnaire. The survey used a structured questionnaire for personnel from information technology organisations, government, and support service organisations. The data collected from the respondents was analysed to reduce it to meaningful factors. The factorised data and the constructs were further analysed with the help of a structural equation model. These analyses and path diagram reveal new dimensions in the location decision-making process.
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INTRODUCTION

An industrial estate or industrial park is a self-contained geographical area, which has high quality infrastructural facilities and which houses businesses of an industrial nature. Industrial parks provide many advantages for businesses. The existing infrastructure of roads, large lots, sewers, ample electricity, and close location to related industries makes industrial parks attractive for businesses. The term “industrial estate” is often used interchangeably with such terms as industrial district, industrial park, industrial zone, special economic zone, and eco-zone. Industrial estates are specific areas zoned for industrial activity in which infrastructure, such as roads, power, and other utility services, is provided to facilitate the growth of industries and to minimise their impact on the environment. The industrial estates offer developed plots or pre-built facilities, power, telecommunication, water, sanitation and other civic amenities such as hospitals, sewerage and drainage facilities, and security.

Industrial estates can positively influence the socioeconomic development and industrialisation of a region by attracting investment, generating employment, leveraging skilled manpower resources, and adding to and improving social infrastructure (e.g., healthcare and educational facilities). Industrial estates in India are developed as “general industrial parks” (GIP), which cater to all types of industries. An example of the GIP is the Industrial Model Township at Manesar (Haryana), which has facilities that house different types of industries, such as auto and auto components, high-precision instruments, textiles, pharmaceuticals, and software. A “special industrial park” (SIP), however, focuses on a specific industry such as software, textiles, or plastics (Pitalwalla, 2006). The Software Technology Park at Whitefield in Bangalore is one such example.

The selection of an industrial location is an increasingly important decision faced both by national and international firms (Donovan, 2003). The general critical factors of an industrial location for the information technology sector are manpower, technology, and industrial site, as well as social, hedonistic, economic and governmental factors. In addition to location, foreign direct investment in industrial estates considers four other general factors: the political situation of foreign countries, global competition and survival, government regulations, and economic factors (Chaze, 2007).

One of the most important factors contributing to the success of an industrial estate is its location. The main criterion that firms should consider while deciding the location of an industrial estate is the natural competitive advantage of the region. A competitive advantage for a location would comprise the types of industries that can flourish there; the potential for forming industrial clusters in the region to ensure the economic viability of industrial estates; the presence of transportation nodes such as airports, railways and road networks; and the presence of technological research institutions and training facilities such as universities and colleges, which would add value to the growth of these estates and fiscal incentives for government agencies for setting up the industrial estates in particular regions (Jin & Grissom, 2008).

An imperative for an effective location decision is that managers must assess each potential location in terms of its impact on key operational performance measures. For instance, with a new location, managers must evaluate the competence of the local workforce and its impact on the quality of its products and services. Similarly, a firm that sets up a manufacturing or service establishment in a third world country to take advantage of lower labour costs must assess if the poor infrastructure or the non-availability of skilled personnel could erode its capability to compete on time. MacCormack, Newmann and Rosenfield (1994) suggest that the location decision framework used by managers predominantly emphasises the quantitative analyses for scale economies and other cost-based variables.

Usually, an industrial estate is configured around three zones – industrial, residential and commercial zones. The industrial zone encompasses industrial units catering to both domestic and export markets, the residential zone provides housing facilities, and the commercial zone comprises support facilities such as banks, post offices, hospitals, shopping centres and clubs (Hsueh, 2007; Chen & Hao, 2010).

The role of the central government in the establishment and upkeep of industrial estates in India has been mainly that of laying down the guidelines for the state governments. The responsibility for the selection of such factors as sites, development of areas, construction of infrastructure and facilities has been the mandate of the state governments. Subsequently, state governments created undertakings such as the State Industrial Development Corporation (SIDC) to execute this mandate. Some of the roles of SIDCs include setting up infrastructure facilities to promote industrial growth via industrial parks, identifying and promoting industrial projects, providing forms of financial participation such as term loans and direct equity participation, and handling the operations of the industrial parks. To date, in most states, the state industrial development corporations have been the sole promoting, investing, implementing and operating agencies for industrial parks. However, all states have encouraged private sector participation to ensure a more commercial approach to the entire exercise of setting up and managing industrial estates in the information technology sector.

Since the outsourcing market started in India in around 1991, after the liberalisation of the economy, it has rapidly become a global hub for back office services. Anywhere from one-half to two-thirds of all the United States Fortune 500 companies are already outsourcing to India, and according to Forrester Research, the amount of work undertaken for U.S. companies is expected to grow by more than double over the next couple of years (Overby, 2003). As companies from developed countries increasingly shift their information technology services and other back office works to the Indian subcontinent, there is a considerable effect on real estate-related services in India. The last decade has witnessed significant progress in the evolution of the Indian real estate market. Robust economic growth – spurred by sectors such as information technology (IT) and information technology enabled services (ITeS) – and a large urban population with higher incomes have placed considerable pressure on the prices for residential and commercial real estate.

The phenomenal growth of the information technology companies in a liberalised economy demands a clear understanding of location selection for their operation. Thus, a study with the objective to recognise the factors influencing the selection of location, along with other sub-criteria, such as the availability of skilled manpower, and technology, as well as the individual elements of the criteria, is certainly necessary.

INFORMATION TECHNOLOGY SECTOR IN INDIA

Today, India is home to some of the finest information technology (IT) companies in the world. The software companies in India are known across the globe for their efficient IT- and business-related solutions. With the huge success of the software companies in India, the Indian software industry, in turn, has been successful at making a mark in the global arena; it has been instrumental in driving the Indian economy along a rapid growth curve. The NASSCOM (The National Association of Software and Services Companies) study reports that the IT/ITeS industry recorded a growth of 4–7% in 2010. In addition to the Indian companies, a number of multinational giants have also plunged into the Indian IT market. There are a number of reasons for the success of the information technology sector in India. India is the hub of cheap and skilled professionals who are available in abundance. This labour pool helps the information technology companies develop cost-effective business solutions for their clients. As a result, Indian information technology companies can place their products and services in the global market at the most competitive rates. This is the reason why India has been a favourite destination for outsourcing as well. Many multinational IT giants have their offshore development centres in India.

The information technology business sector in India covers varied types of business. There can be several types of business in the IT sectors – services, business processing, software and hardware. The information technology business sector in India can be broadly classified as


	Information Technology Services (ITS)

	Information Technology-enabled Services (ITeS)


	
i.

	ITeS -BPO (Business Process Outsourcing)



	
ii.

	ITeS -KPO (Knowledge Process Outsourcing)






	Engineering Services

	Research and Development

	Software (SW)


	  i.
	     
	Infrastructure Software: Operating Systems, Middleware and Databases



	 ii.
	     
	Enterprise Software: Automate business process verticals such as finance, sales and marketing, production and logistics



	iii.
	     
	Security Software



	iv.
	     
	Industry-specific Software



	 v.
	     
	Contract Programming






	Hardware Products



The global outsourcing market encompasses the outsourcing of business processes by sectors such as information technology, information technology enabled services, financial services, telecommunication, and airlines, among others. All of these sectors depend upon the ability to be remotely serviced. Given the labour-intensive nature of this work and the price of labour, it is typically outsourcing to a country such as India. In India, workers speak English and are generally paid salaries that are on average one-fifth of the salaries in developed countries. The interest in outsourcing is also linked to a trend in Western companies to concentrate on core activities and the perception that information technology (IT) service vendors have the economies of scale and technical expertise to provide services more efficiently than internal IT departments. Except for the hardware business, all businesses of the IT sector are labour intensive, especially Business Process Outsourcing (BPO), which involves heavy manpower. Business process outsourcing is transforming corporate real estate requirements. When developed countries outsource business processes to developing countries, there are consequences for real estate requirements. The real estate selection prerequisites for information technology organisation are the availability of location, quality of workspace environment and availability of human resources. Suburban areas with campuses or built-to-suit facilities are increasingly preferred locations of workplace by IT companies. The advent of BPO has transformed the way companies operate, including their real estate requirements. For those low-cost business process providers, the real estate costs are incorporated into the overall lower costs of the BPO organisation. However, presently the BPOs represent as much as 35% of traditional information technology jobs in India (Krishnadas, 2004).

The preferred Indian cities for locating IT-enabled service (ITeS) ventures are Mumbai, Chennai, Delhi, Bangalore and Hyderabad. This is due to not only the location factors but also the presence of support services. In these cities, developmental activity, due to easier availability of land, is characterised by the construction of larger floor plates and offers of custom-built facilities from developers. Secondary cities such as Pune, Cochin, Mysore, Jaipur, Vijayawada, Nagpur, and Kolkata qualify on many factors, but they lack support services (Van Dijk, 2003). There are about half a million people working in the IT sector in India, with large concentrations in Mumbai, Bangalore, Delhi, Hyderabad and Chennai. The southern states in India (especially Andhra Pradesh, Karnataka and Tamil Nadu) have developed strong reputations as the main sources of software development services. In particular, Bangalore is often called the Indian version of the Silicon Valley, referring to the concentration of computer-related enterprises in the city.

Research Gap

Location is viewed as an ongoing management priority. Location selection criteria are changing, consistent with the core competency opinion and organisational cost reduction strategies. The factors currently exerting a substantial influence over the location of corporate facilities include availability of technology to maximise operational performance, convenience for assuring the rapid delivery of goods and services to customers, positioning conducive to cost reduction and operational efficiency, access to the recruitment and retaining of the best talents, minimum disaster risk, and means of business continuity. Information technology companies settle in a location for a number of tax incentives. Incentives are also provided in India for investments in infrastructure. Companies look for a large number of education and training institutions in the city. It was often convenient to set up units along or in the vicinity of highways. Electricity and water supply positively influence location selection. As there is no elaborate information available, a field study is necessary to understand contemporary location selection for information technology companies.

RESEARCH METHOD

Objectives of Research

The industrial locations, especially locations of information technology organisations in high-tech industrial parks, play vital roles in successful operations. Location is important for the sustainability and growth of information technology organisations. There are many critical factors influencing the decision-making process of the selection of location. As the software industry is labour-intensive, social factors are also decisive and exert a significant influence in decision-making. The objectives of this study are identified as an attempt to answer the following questions:



	What are the major factors in industrial location selection for information technology organisations?

	What are the elements of industrial location selection factors for information technology organisations?



This paper first provides an analysis of the industrial location literature from which the critical factors are derived. Next, it presents results of the data analysis from developing the measurement instrument for research analysis and conclusions of the study.

Location-based Factors

A review of the empirical studies of industrial location reveals some of the most influential factors in making a decision to locate industrial plants at particular sites (Mazzarol & Choo, 2003; Wood & Parr, 2005). The most often-cited factors of industrial location are accessibility to industrial parks, airways, highway and railroad facilities; availability of the latest technology; availability of manpower; an industrial estate that is close to the city; availability of colleges and research institutions; congenial environment for business; incentives and tax-free operations; corporate tax structure; cost of electric power and other utilities; cost of industrial land; education systems; educational level of manpower; housing availability in communities close to industrial estates; infrastructure (roads, electric power, water and sewer, utilities, etc.); quality of life at the residential community; recreational facilities; shopping centres; standard of living; infrastructure for the latest technology; telecommunications facilities; local business regulations; medical facilities at the community; pleasant working environment; political stability; government aid and regulations; and prevalence of bureaucratic red tape. These factors are classified into seven basic categories: manpower, technology, social, hedonistic, industrial site, economic and governmental factors.

The emergence of a technology park brought about other dimensions of international location, where firms want to be closer to one another (Wood & Parr, 2005). Economic integration provides incentives to locate in certain regions, and such economic integration forces have dictated new rules for new location-decision makers. Cities and regions are competing to attract direct investment and creative talents. To succeed, they need to attach several new strings to their bows: diversified cultural offerings, quality of life, and life style. Culture has become an important soft-location factor and a key factor for boosting local and regional attractiveness. This study analyses the influence of “soft” location factors, in particular cultural activities of producers from urban regions on the competitive positioning (Masood, 2007).


Thirty-eight information technology park location-specific attributes are selected in seven categories. These were adapted from Schmenner (1982), MacCormack et al. (1994), Naidu, Heywood and Reed (2006) and Ulgado (1996). Table 1 describes the detailed measures used for the different categories of information technology park location factors. The research instrument used was a questionnaire. The structured questionnaire was formulated with constructs as critical factors influencing the decision of the selection of an information technology park location. A pilot study was conducted by the given questionnaire to make sure that the measures were valid, reliable, and user-friendly. Revised questionnaires were designed with the changes suggested by the industry experts to overcome the shortfalls or difficulties during the pilot study. The redesigned questionnaires were administered to the respondents, and data were collected.

Details of the critical measurements and dimensions are listed in Table 1. The statements consisting of 38 attributes on location selection are factor-analysed, to reduce the data to meaningful factors. For this purpose, the principal components analysis is used with varimax rotation. The resultant factors are identified using an eigen value greater than one criterion. As a general rule, for factor analysis, the minimum is to have at least five times as many observations as there are variables (Hair, Black, Babin, Anderson, & Tatham, 2006). Thus, the sample size of 312 was adequate and within acceptable limits. Instead of using the factor scores, items with average loaded factors are considered for the subsequent analyses. This method is supported by Hair et al. (2006) to analyse and interpret the results, rather than use the factor scores, which is basically the linear combination of all the variables and not simply the variables that load highly on a specific factor.

Research Design

The research has been based on the pilot study conducted and the consultation with field experts. Data collection has been through primary data sources.

Pilot study

The pilot study is designed and conducted to test the instruments used for data collection. The pilot study data were collected from the personnel of the information technology services (ITS), information technology enabled services (ITeS) and software (SW) organisations. The pilot survey comprised 59 technology company respondents from Ekkaduthangal, including Olympia Tech Park and TIDEL Park, Chennai. The questionnaire is the instrument used and is followed by a personal interview. The focus interview consists of open-ended questions and a set of questions in the form of a questionnaire. The adaptation of the research questions has been performed for the instruments from research journal papers (Bhatnaga & Amrik, 2005; MacCormack et al;, 1994; Mazzarol & Choo, 2003; McCann, Arita, & Gordon, 2002; Naidu, Reed, & Heywood, 2005). Individual questions are formulated based on the items considered for the construction of the research instrument.

Table 1

Critical measurements and dimensions for path analysis



	Dimension
	Measurements



	Manpower Factor
	



	MPR1
	Availability of manpower



	MPR2
	Education systems



	MPR3
	Educational level of manpower



	MPR4
	Skill level of manpower



	MPR5
	Wage rate



	MPR6
	Labour Union



	Technology Factor
	



	TEC1
	Infrastructure for latest technology



	TEC2
	Availability of latest technology



	TEC3
	Telecommunication facilities



	Social Factor
	



	SOC2
	Quality of life



	SOC2
	Standard of living of community



	SOC3
	Housing availability in the community



	SOC4
	Attitude of community resident



	SOC5
	Quality schools availability



	SOC6
	Colleges and research institutions availability



	SOC7
	Medical facilities



	SOC8
	Shopping centres



	Hedonistic Factor
	



	HED1
	Pleasant working environment



	HED2
	Recreational facilities



	HED3
	Relative humidity



	HED4
	Monthly average temperature



	Industrial Site Factor
	



	INS1
	Cost of industrial land



	INS2
	Accessibility



	INS3
	Closeness to city



	INS4
	Infrastructure (roads, electric power, water and sewer, utilities etc.)



	INS5
	Cost of electric power and other utilities



	INS6
	Proximity to other high-tech firms



	INS7
	Airway, highway and railroad facilities



	INS8
	Transportation cost



	Economic Factor
	



	ECO1
	Corporate tax structure



	ECO2
	Tax assessment basis



	ECO3
	Government aids, incentives and tax free operations



	ECO4
	Local business regulations



	Governmental Factor
	



	GOV1
	Government Regulations



	GOV2
	Prevalence bureaucratic red tape



	GOV3
	Political stability



	GOV4
	Congenial environment for business



	GOV5
	Supportive local authorities




Research frame

The research frame for data collection is from the city of Chennai, India. Private sector companies in the information technology sector are considered for surveying, but the government sector is not considered, because government companies are not present in Chennai. Additionally, IT hardware is not part of the study, as all those hardware organisations are located in manufacturing industrial estates (Okada & Siddharthan, 2007). The pilot study reveals that technology companies with employee strength greater than 50 or companies setting up units with a capacity of more than 50 employees encounter many location selection constraints. Thus, the research survey has been restricted to studying organisations with employee strengths greater than 50.


Sample size

In addition to the purpose of study and population size, other criteria are specified to determine the appropriate sample size: level of precision, level of confidence or risk, and degree of variability in the attributes being measured (Miaoulis & Michener, 1976). The sample size is determined based on the published tables, which provide the sample size for a given set of criteria. Table 2 presents the sample sizes that would be necessary for given combinations of precision, confidence levels, and variability from the published work. This finding should be noted, as sample sizes reflect the number of obtained (complete and accurate) responses, and not necessarily the number of surveys planned, and it is presumed that the attributes being measured are normally distributed or nearly so.

There are 392 organisations that have an employee strength of more than 50, are located in the city of Chennai, and are representing companies in the IT service, ITeS and SW sectors (Source: The Associated Chambers of Commerce and Industry of India (ASSOCHAM), 2010). For the population size of 392, the opted sample size is 135 numbers with precision levels of ±5%. The actual sample size taken for the research analysis is 147 numbers for questionnaires, which are shown in Table 3, excluding incomplete questionnaires.

The accepted questionnaires are complete in nature; the ITS sector represents 21%, ITeS sector constitutes 57%, and SW covers 22% of the responses.


Table 2

Sample size



	Size of population

	Sample size (n) for precision (e) of:




	±5%

	±7%

	±10%




	100

	67

	51

	100




	200

	101

	67

	200




	300

	121

	76

	300




	400

	135

	81

	400




	500

	222

	145

	83




	600

	240

	152

	86




	700

	255

	158

	88




	800

	267

	163

	89




	900

	277

	166

	90




	1,000

	286

	169

	91




	2,000

	333

	185

	95




	3,000

	353

	191

	97




	4,000

	364

	194

	98




	5,000

	370

	196

	98




	6,000

	375

	197

	98




	7,000

	378

	198

	99




	8,000

	381

	199

	99




	9,000

	383

	200

	99




	10,000

	385

	200

	99




	15,000

	390

	201

	99




	20,000

	392

	204

	100




	25,000

	394

	204

	100




	50,000

	397

	204

	100




	100,000

	398

	204

	100




	>100,000

	400

	204

	100





Sample size for:

Precision Levels ±5%, ±7% and ±10%

Confidence Level is 95%

P = 0.5


Table 3

Market sector data collection



	Markets Sector
	
Questionnaires (Nos.)




	Sent

	Received

	Accepted




	ITS
	Service
	83

	33

	31




	
	BPO Voice Base
	106

	48

	42




	
	BPO Non Voice Base / Back Office Support
	54

	29

	23




	ITeS
	KPO
	14

	11

	11




	
	Accounting Service
	25

	9

	8




	
	Testing
	62

	15

	15




	SW
	Enterprise Software
	17

	8

	7




	
	Development
	31

	11

	10




	
	Total

	392

	164

	147





Research instruments

The instrument used for the research data collection was a structured questionnaire. The scale of development combined into an instrument is tested through the pilot study, with respondents from multiple strata. Pilot study data are analysed using the confirmatory factor analysis (CFA) with the help of software packages SPSS. The scale reliability and validity were assessed by a CFA. The research work of Masood (2007) has been referred to for factorisation. The research instrument development is based on the pilot study. The respondents were asked to indicate the relative emphasis placed on each factor on a five-point Likert scale, with end points of 1 (not important at all for making plant location decision) and 5 (extremely important for making plant location decision). The respondents were from information technology organisations, government departments, and other support service organisations that provide services to information technology organisations. The questionnaire used guidelines to verify the relevance of questions, breaking down questions whenever it was required, and to ensure that the questions did not demand participants’ recall abilities. The questionnaire construction procedure is shown in Figure 1.





[image: art]

Figure 1. Questionnaire construction procedures



Internal consistency is estimated, using the reliability coefficient tested from Cronbach’s alpha (α) analysis. To measure the reliability for a set of two or more constructs, Cronbach’s alpha is a commonly used method, for which the alpha coefficient value ranges between 0 and 1, with a higher value indicating higher reliability among the indicators (Hair et al., 2006).

Table 4

Cronbach’s coefficient alpha (α) value



	Construct
	Alpha (α) value




	Manpower
	0.9438




	Technological
	0.9700




	Social
	0.7222




	Hedonistic
	0.7141




	Industrial site
	0.8816




	Economic
	0.8111




	Governmental
	0.7519





Two constructs have alpha coefficient values of more than 0.9. The constructs Manpower and Technological have Cronbach’s coefficient values of 0.9438 and 0.9700, respectively. Industrial site has a coefficient value of 0.8816, and Economic has a coefficient value of 0.8111. Three constructs, Governmental, Social and Hedonistic, have alpha values of 0.7519, 0.7222 and 0.7141, respectively. The Cronbach’s alpha values for this study, shown in Table 4, are all above 0.7, thereby testifying that the scales are internally consistent and have acceptable reliability values in their original form.

RESEARCH ANALYSIS

Structural Equation Model

The structural equation model was examined to test the relationship between the constructs. The structural equation model shows potential causal dependencies between endogenous and exogenous variables. The parameter is the value of interest, which is the regression coefficient between the exogenous and the endogenous variables or the factor loading (regression coefficient between the indicator and its factor). The path diagram of the structural equation model shown in Figure 2 represents the research questions, and Table 4 illustrates the standard estimates. The seven-fold relationship (i.e., the impact of the constructs manpower, technology, social, hedonistic, industrial site, economic and governmental factors), on the preference for location, as per the coefficients of covariance, are 0.744 for “Manpower”, 0.790 for “Technological”, 0.692 for “Social”, 0.217 for “Hedonistic”, 0.564 for “Industrial Site”, 0.675 for “Economical” and 0.334 for “Governmental”. It can be ascertained that the technological factors construct has the biggest impact with a coefficient of 0.790, followed by the manpower construct with a coefficient of 0.749 and the social construct with a coefficient of 0.692. These three constructs have more impact on the selection of location for information technology organisations in a technology park. The economical and industrial site constructs with coefficients of 0.615 and 0.564, respectively, have a moderate impact on influencing the location selection decisions of information technology firms. The construct “Governmental” has a coefficient of 0.334, which is low, and the construct “Hedonistic” has the lowest coefficient of 0.217. Both these constructs have a lesser impact on location selection decisions. Moreover, the exogenous construct “Preference for Location” has a substantial impact on the construct “Selection” with a coefficient of 0.670 and provides evidence of the relationship as well.



	SLO
	  =  
	f {MPR, TCE, SOC, HED, INS, ECO, GOV, PRE}



	MPR

	  =  

	β11 MPR1 + β12 MPR2 + β13 MPR3 + β14 MPR4 + β15 MPR5 + β16 MPR6 + ℮1




	TCE
	  =  
	β21 TCE1 + β22 TCE2 + β23 TCE3 + ℮2



	SOC
	  =  
	β31 SOC1 + β32 SOC2 + β33 SOC3 + β34 SOC4 + β35 SOC5 + β36 SOC6 +β37 SOC7 + β38 SOC8 + ℮3



	HED

	  =  

	β41 HED1 + β42 HED2 + β43 HED3 + β44 HED4 +℮4




	INS
	  =  
	β51 INS1 + β52 INS2 + β53 INS3 + β54 INS4 + β55 INS5 + β56 INS6+β57 INS7 + β58 INS8 + ℮5



	ECO
	  =  
	β61 ECO1 + β62 ECO2 + β63 ECO3 + β64 ECO4 +℮6



	GOV
	  =  
	β71 GOV1 + β72 GOV2 + β73 GOV3 + β74 GOV4 + β75 GOV5 +℮7



	PRE
	  =  
	β81 MPR + β82 TCE + β83 SOC + β84 HED + β85 INS + β86 ECO + β87 GOV + ℮8



	SLO
	  =  
	β91 PRE + ℮9





where



	SLO
	    :    
	Selection of location of an organisation



	MPR
	    :    
	Manpower factor



	TCE
	    :    
	Technological factor



	SOC
	    :    
	Social factor



	HED
	    :    
	Hedonistic



	INS
	    :    
	Industrial site factor



	ECO
	    :    
	Economic factor



	GOV
	    :    
	Governmental factor



	PRE
	    :    
	Preference for location




Table 5

Standard estimation



	Standardised regression weight

	Estimate

	S.E.

	C.R.

	P value




	Manpower
	[image: art] Preference for location

	0.7438129

	0.067

	4.677

	0.000




	Technological
	[image: art] Preference for location

	0.7900132

	0.063

	4.649

	0.000




	Social
	[image: art] Preference for location

	0.6922289

	0.057

	4.426

	0.000




	Hedonistic
	[image: art] Preference for location

	0.2172231

	0.071

	5.457

	0.002




	Industrial site
	[image: art] Preference for location

	0.5641333

	0.044

	3.454

	0.002




	Economic
	[image: art] Preference for location

	0.6745441

	0.059

	4.365

	0.000




	Governmental
	[image: art] Preference for location

	0.3344215

	0.057

	4.523

	0.002
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Figure 2. Path diagram of Structural Equation Model




The results from the structural equation analysis further show the formulation of the constructs and the subjective impacts of the constructs in the form of a path model. The path diagram (Figure 2) clearly illustrates the measurement model, which comprises of two latent constructs: preference for locations and selection of location. The first exogenous construct “preference for location” was formed based on seven variable inputs and the following endogenous inputs: technology, manpower, social construct, economical, industrial site, governmental factor and hedonistic factors. Influence of these seven endogenous constructs on the “preference for location” varies with different magnitudes, and the structural equation model comprises seven equations. The individual equation consists of the respective elements of the constructs. The second exogenous construct “selection of location” was formed by the exogenous construct “preference for location”.

Parameter estimation is performed by comparing the actual covariance matrices representing the relationships between the variables and the estimated covariance matrices of the best fitting model. This is obtained through the numerical maximisation of a fit criterion, as provided by the maximum likelihood estimation, the weighted least squares method. The output of the SEM includes matrices of the estimated (Table 4) relationships between the variables in the model. The assessment of fit essentially calculates how similar the predicted data are to matrices containing the relationships in the actual data.

The structural equation modelling was used for exploring the impact of endogenous constructs on exogenous constructs in location selection with reference to information technology organisations. It allows for simultaneous testing of an entire model that consists of multiple separate relationships (Hair et al., 2006) and in terms of the exogenous predetermined variables. A two-stage approach was used in the structural equation model, where a measurement model that comprised the latent construct “preference for location” was assessed first, followed by a structural model that measures the construct “selection of location”. The model shows causal dependencies between the endogenous and exogenous variables. The relationship and dependency help in evaluating the influence of the individual elements in the determination of location selection.

CONCLUSION

The globalisation of the Indian economy during the 1990s triggered the opening up of the information and communication technology related services sector. These business sectors are manpower intensive and technology driven. To meet the demands of industries, the government encouraged organisations to set up information technology industries and offered tax incentives and utility subsidies. The government policy framework made the private sector participate in developing the industrial estates, particularly in the information technology sector.

The selection of an industrial estate for an information technology organisation is a crucial and critical decision. Many factors influence the decision-making process. The survey conducted reveals that seven factors play a significant role in selection of location. Among the factors, manpower and technological factors are very predominant, and the hedonistic factor is least important. The structural equation model explained with a path diagram helps in understanding the selection decision of the location of information technology companies. This in turn facilitates academics and practising managers in making vital assessments on location decision while establishing a new setup or expansion.

This study makes recommendations to the practicing managers of information technology and real estate companies and to the policymakers in governments on the selection of the location for the efficient operations of their organisations. This study helps in suggesting the use of such factors as manpower, technological, social, hedonistic, industrial site, economic, and governmental factors in location selection decision making. Policy makers in the government make use of the report while deciding the promotion of a new industrial complex or special economic zone or, in particular, the area of information technology development. Decision makers and strategists of organisations can refer to this study report while locating their new business unit establishments as well as expanding their existing business divisions.

The research frame for this study was the geographical area of Chennai city, with a specific focus on information technology companies. Considering Chennai alone for the research is a limitation of the study. Further study can be conducted to explore the factors influencing the location selection decision in other cities. New studies can be conducted to investigate the relationship between variables in the context of region and country.
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ABSTRACT

The objective of the study is to understand the role of task interdependence and procedural justice in influencing climate in software development teams. Data was collected from 192 software professionals from 33 software development teams. Team climate was measured using Team Climate Inventory by Anderson and West. Procedural justice was measured using a scale developed by Colquitt. Pearce and Gregersen’s scale was used to measure task interdependence within the team. Teams were taken as the unit of analysis. Regression was used to study the moderating and main effects. Results showed a postive impact of task interdependence on all the sub dimensions of team climate. Procedural justice had a positive effect on two sub-dimensions of team climate (participatory safety and support for innovation). Perception of procedural justice also helped to improve the positive effect of task interdependence on the members’ perception of support for innovation within their team.

Keywords: Software development teams, team climate, procedural justice, task interdependence

INTRODUCTION

Flexible team structures are considered an effective alternative to more rigid, centralised structures. Team-based organisational structures are highly recommended to better manage environmental components, particularly in the current turbulent business environment (Mohrman, Cohen, & Mohrman, 1995), as work teams provide flexibility and specificity in handling different stakeholders and can, accordingly, improve organisational effectiveness. However, it is unwise to treat team-based structures as the sole answer to all of an organisation’s structural and strategic issues. The success of team-based structures as effective alternatives to other structures largely depends on the way the teams are designed and managed. Accordingly, understanding the role of various technological, procedural and interpersonal factors with respect to the efficiency of the team is the first step in the effective design and management of work teams. Identifying the factors and mechanisms that influence the efficiency of the work team has been a focus of researchers and practitioners for many years.

A review of the academic literature shows that, in the recent past, work teams have been one of the most extensively studied areas in organisational behaviour literature (Bettenhausen, 1991). More specifically, empirical studies on work groups increased dramatically in the 1990s (Sundstrom, McIntyre, Halfhill, & Richards, 2000), and most of the recent research focuses on work group effectiveness and related factors. Effectiveness can be defined as the degree to which an organisation/entity realises its goals (Etzioni, 1964). In the context of work teams, the goals can go beyond measurable productivity and related standards and can include softer dimensions, such as cohesion, learning and integration (Hackman, 1987). These softer dimensions reflect the positive climate of a team. With respect to a project-based team, such as a software development team, climate can play a crucial role in improving team performance. Therefore, it is imperative to understand the factors that influence the climate within the team. Though few of the earlier studies have examined the climate of software development teams (e.g., Fagan, 2004), there exists no empirical literature on the effect of task- and process-related variables on the climate of software development teams. Therefore, the research problem in this study is to examine the impact of task- and process-related factors on the climate of software development teams.

RESEARCH OBJECTIVE

With this background, the primary objective of the study is to understand the role of task interdependence and procedural justice in influencing the climate of software development teams. The study also aims at understanding the moderation effect of the perception of procedural justice on the relationship between task interdependence and team climate.

LITERATURE REVIEW

The following section provides a description of the variables used in the study and discusses the important literature pertaining to those variables.

Team Climate

The concept of team climate has been an area of focus for applied psychologists and organisational sociologists for the past three decades (Anderson & West, 1998). The concept of team climate is approached both as the individuals’ cognitive representations of their proximal environments (James & Sells, 1981) and as the shared perception of the team processes (Reichers & Schneider, 1990). Team climate relates to the manner of working together that the team has developed, and accordingly, it can include several different aspects, such as communication patterns, participation, safety, norms, cohesiveness, task style, vision, and innovativeness (Anderson & West, 1994).

Anderson and West (1994, 1998) have worked extensively on climate within teams and have developed a scale to measure team climate. According to their studies, climate within the team can be measured using four dimensions, namely, vision, participatory safety, support for innovation, and task orientation.

Vision

This dimension denotes the collective perception of a “valued outcome which represents a higher order goal” (West, 1990, p. 310). The collective perception of a vision within the team may result in team cohesiveness, a factor that acts as a strong motivator for team members as they strive to achieve goals and cooperate with each other. The presence of a shared goal also provides a sense of direction to the team. According to Anderson and West (1994), team vision has four subdimensions: clarity, perceived value, attainability, and sharedness. Clarity refers to whether the goals are succinctly and directly stated. Perceived value is the extent to which members feel that the goals are worthwhile. Attainability is the extent to which the goals are realistic and achievable. Sharedness denotes the level of agreement among team members in terms of the team goals.

Participatory safety

This dimension denotes an “interpersonal, non-threatening environment” that is characterised by trust and support among members. Accordingly, such an environment can motivate members to be more engaged in the team decision-making processes (West, 1990). When team members perceive that other members are non-judgmental and open, they are more willing to share information and express their opinions, (Anderson & West, 1998). The Team Climate Inventory measures participatory safety using four sub-dimensions, namely, information sharing, safety, influence and interaction frequency. Information sharing denotes the extent to which team members feel comfortable sharing information within the team. Safety denotes the extent to which the team feels safe to take risks. Influence is the degree to which members positively influence team decision-making. Interaction frequency refers to the extent to which members interact with the other members of the team.


Support for innovation

This dimension denotes the expectation, approval and practical support available for team members to introduce new and improved ways of doing things within the team (West, 1990). Support for innovation within the team can be reflected in two forms, namely, articulated support and enacted support. Support is articulated through personnel documents or policy statements, or it can be conveyed by word of mouth (Anderson & West, 1998). On the other hand, enacted support is the actual support offered to members by members through verbal encouragement, the availability of resources, the freedom to take risks, and so forth.

Task orientation

This dimension denotes the shared concern for excellence with respect to the quality of task performance in relation to shared visions or outcomes, and it is characterised by evaluations, modifications, control systems and critical appraisals (West, 1990). Task orientation is demanded through emphasis on individual and team accountability, the presence of control systems for monitoring performance, intra-team knowledge sharing, and so forth (Anderson & West, 1998). Task orientation is measured using three sub-dimensions, namely, excellence, appraisal and ideation. Excellence denotes the team members’ commitment to excellence in task performance. Appraisal denotes the presence of control mechanisms to evaluate and modify performance. Ideation denotes the openness to explore opposing opinions and systems available to nurture constructive controversies (Anderson & West, 1998).

Researchers have extensively studied the role of team climate on individual team member performance and on overall team outcomes (e.g., Ashkanasy, Wilderom, & Peterson, 2000; Kozlowski & Klein, 2000). Most studies confirm that team climate is a crucial determinant of team performance (Agrell & Gustafson, 1994; Anderson & West, 1998) and an important predictor of work team innovation (Burningham & West, 1995).

Various factors, such as socialisation patterns within the team, common experiences among members, and effective communication of organisational vision statements, can help teams create a positive climate among their members (Anderson & West, 1998). Among these numerous factors, interaction between individuals, common goals, and task interdependence are some of the necessary conditions that create shared understandings and behavioural expectations among team members. Task interdependence between members is especially considered a crucial determinant of positive team climate (Loo & Loewen, 2002).


Task Interdependence

Interdependence among members is an inherent characteristic of work teams and can, accordingly, take many forms, including task, goal and resource interdependence. Task interdependence refers to “features of inputs into the work itself that require multiple individuals to complete the work” (Wageman, 2001, p. 198). In simple words, task interdependence is the extent to which a task requires coordination among different members for its accomplishment. Task interdependence also includes the team members’ perceptions about the structural relationships among the members of the team (Van Der Vegt, Emans, & Van de Vliert, 1999). Thompson (1967) used two concepts, namely, task structure and task complexity, to explain task interdependence. He also suggested the following three types of task interdependence within work groups:


	Sequential interdependence, which arises when the tasks are highly structured and performed in a specified serial order. This form of interdependence requires limited coordination.

	Pooled interdependence, which arises when two or more entities work on sub-tasks that must be collated at the end. This form of interdependence requires coordination efforts from the individual who collates the different sub-tasks at the end.

	Reciprocal interdependence, which arises when task outputs of the entities reciprocally influence each other. This form of interdependence requires a high level of coordination among members.



The role of task interdependence in team performance has been acknowledged in some older studies in the organisational behaviour and social psychology literature (e.g., Thompson, 1967; McGrath, 1964). However, recent studies have shown that task and goal interdependence can lead to increased interactions among members and thereby increase the need for cooperation among them (Saavedra, Earley, & Van Dyne, 1993; Bachrach, Powell, & Bendoly, 2004). Importantly, task interdependence influences both the task performance (Liden, Wayne, & Bradway, 1997) and the extra role performance (Ganesh & Gupta, 2010) of team members. At high levels of task interdependence, team members are more inclined to seek assistance from each other, which can increase and enhance individual performance among members of work groups (Anderson & Williams, 1996).

Studies have also shown that task interdependence can lead to high levels of motivation to perform the assigned task (Campion, Papper, & Medsker, 1996; Johnson & Johnson, 1989; Wageman, 1995). According to Bachrach, Powell, & Bendoly, 2004, as the need for interaction to complete a task increases, the situation lends itself to coordination and therefore becomes more susceptible and receptive to collective efforts and cooperation among team members. Thus, because an increase in receptiveness to collective efforts and cooperation can lead to a positive team climate, the following hypotheses are proposed:



	H1
	   :   
	Task interdependence positively affects the overall team climate.



	H1(a)
	   :   
	Task interdependence positively affects participative safety within the team.



	H1(b)
	   :   
	Task interdependence positively affects support for innovation within the team.



	H1(c)
	   :   
	Task interdependence positively affects the team vision.



	H1(d)
	   :   
	Task interdependence positively affects task orientation within the team.




Procedural Justice

Among the various factors, perception of fairness among members has a significant impact on work team effectiveness (Colquitt, Noe, & Jackson, 2002). Organisational justice assumes various forms, such as distributive, procedural and interactional justice. Procedural justice has a strong correlation with various outcome variables such as job satisfaction, organisational commitment, citizenship behaviour, and job performance (Colquitt, Conlon, Wesson, Porter, & Ng, 2001). Procedural justice is the extent to which members feel that the organisation’s decision-making procedures are fair. Procedural justice, as a construct, has its roots in equity theory (Adams, 1965), a theory about the fair distribution of rewards within organisations. Research shows that employees value the procedures used for arriving at decisions as being equally as important as the actual decisions with regard to resource allocation (Folger & Konovsky, 1989; McFarleen & Sweeney, 1992). This is especially true within the team context. For example, when the perception of procedural justice of the team members is high, the members feel psychologically safe within the team, a factor that improves team cohesiveness and loyalty among the members (Lind & Tyler, 1988).

Studies have shown procedural justice to be a crucial determinant of employee organisational citizenship behaviour (Tepper & Taylor, 2004; Ehrhart & Naumann, 2004). One way in which procedural justice positively affects team outcomes is through the opportunities afforded team members to voice their concerns during the decision-making process (Folger, 1977). When given a voice, members feel that they are respected and valued by other members of the group, which leads to a positive team climate. Accordingly, the following hypotheses are proposed:




	H2
	   :   
	Procedural justice within the team positively influences the overall climate of the team.



	H2(a)
	   :   
	Procedural justice within the team positively influences participatory safety within the team.



	H2(b)

	   :   

	Procedural justice within the team positively influences support for innovation within the team.




	H2(c)
	   :   
	Procedural justice within the team positively influences the team vision.



	H2(d)
	   :   
	Procedural justice within the team positively influences task orientation within the team.




Apart from being an independent variable, the perception of procedural justice can also moderate the relationship between task interdependence and team climate. The basic assumption behind this hypothesis is that when task interdependence between members is high, it becomes difficult to distinguish the individual contributions of the team members from the overall performance of the team. Therefore, it is imperative to have clear and fair procedures in place to identify and acknowledge the contributions of individual team members to the larger team goals. High levels of task interdependence without fair procedures to identify individual contributions can, in fact, lead to dissatisfaction and conflict within the team, which can be detrimental to the overall team climate. On the other hand, at high levels of task interdependence, when members are assured of fair procedures to identify team members’ contributions to the overall team goals, the team members tend to cooperate more, which can, in turn, nurture a positive team climate. Thus, the following hypotheses are proposed:




	H3
	   :   
	Procedural justice perception positively moderates the relationship between task interdependence and team climate.



	H3(a)
	   :   
	Procedural justice perception positively moderates the relationship between task interdependence and participatory safety with respect to team climate.



	H3(b)

	   :   

	Procedural justice perception positively moderates the relationship between task interdependence and support for innovation with respect to team climate.




	H3(c)
	   :   
	Procedural justice perception positively moderates the relationship between task interdependence and vision with respect to team climate.



	H3(d)
	   :   
	Procedural justice perception positively moderates the relationship between task interdependence and task orientation with respect to team climate.




RESEARCH FRAMEWORK

According to the socio-technical systems approach, any organisation or work unit is a combination of social and technical parts and is, accordingly, open to its environment (Appelbaum, 1997). Therefore, while designing a work team, managers should ensure that both the social and the technical parts yield positive outcomes, a result known as joint optimisation. In the given research framework, task interdependence is considered the design of the task (the technical aspect), while the perception of fairness reflects the social dimension. Thus, both factors interact with each other to influence the climate within the team, which, in the long term, may yield improved team performance.
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Figure 1. Hypothesized relationshp between variables



Software Development Teams as the Research Context

The information technology (IT) consulting and development industry has become a major source of income and employment for developing countries such as India. It is posited that understanding the dynamics of work behaviour in software development teams facilities the management of the teams, thus sustaining their competitive advantage. Research has further shown that team climate is a crucial determinant of team performance (Agrell & Gustafson, 1994; Anderson & West, 1998) and an important predictor of work team innovation (Burningham & West, 1995). Because innovativeness is a crucial component of software development tasks, the significance of team climate among software development teams is very high. Furthermore, software development is a task that is highly complex and that requires a high degree of interdependence among team members and the external environment (Faraj & Yan, 2009). In terms of procedural justice, earlier research has shown that perceptions of fairness are significantly lower among the IT occupational groups than among the operations and accounting/finance groups (Moore & Love, 2005). Accordingly, the study has incorporated crucial team context variables, such as task interdependence and procedural justice, to understand their impact on the climate of software development teams.


METHODOLOGY

Sample

Teams tasked with software development were the target population for this study, and data were collected from 192 software professionals from 33 software development teams. The total sample was taken from five organisations (large Indian Information Technology companies). Purposive sampling was used to select the samples. The average age of the team members is 28 years, and the average tenure in the organisation is one year. The total sample constitutes 147 male respondents and 45 female respondents. Team size ranged from four to 11 members. Teams were matched in terms of work experience of the members (not less than 1 year of work experience) and the nature of the project (software development). The survey method was used for data collection, and in most cases, the questionnaires were administered to the participants in a face-to-face format.

Instruments

The following section lists the instruments that were used to measure the studied variables.

Team climate inventory

Team climate was measured using the Team Climate Inventory developed by Anderson and West (1994). This inventory has the following subscales:


	Participatory safety (12 items)

	Support for innovation (8 items)

	Vision (11 items)

	Task orientation (7 items)

	Social desirability (6 items)



The social desirability dimension is used to identify likely inaccuracies in member responses that might portray the social and/or task climate too favourably. Accordingly, the social desirability score is used to exclude responses from the initial analysis.

The scale consists of 44 items and uses a five-point rating scale. The authors have established the validity of the tool, and the reliability of the scale ranges from 0.84 to 0.94.


Task interdependence

Task interdependence was measured using a modified version of the task interdependence scale developed by Pearce and Gregersen (1991). The modified version of the task interdependence scale used in the present study consists of 3 items, and a seven-point rating scale, where 1 denotes strongly disagree and 7 denotes strongly agree, is used. The reliability (Cronbach’s alpha) of the scale is 0.74.

Procedural justice

Procedural justice was measured using a scale developed by Colquitt (2001). The scale consists of 7 items and uses a 5-point rating scale, where 1 denotes “to a small extent” and 5 denotes “to a large extent”. The reliability of the tool is 0.93.

RESULTS

An analysis was conducted at the team level, and the Pearson correlation was used to analyse the relationships among variables. Hierarchical regression was used to identify the main and moderating effects of the independent variables on team climate. According to Baron and Kenny (1986), a basic moderator effect can be represented as an interaction between a focal independent variable and a factor that specifies the appropriate conditions for its operation. In this study, task interdependence is treated as the main independent variable, and procedural justice is treated as the moderator. According to Cohen and Cohen (1983) and Cleary and Kessler (1982), when the moderating effect is assumed to be linear, a hierarchical regression method can be used to capture the interaction effect. The following steps were used to run the hierarchical regression in SPSS:


	Independent variables were centred to avoid multicollinearity among the variables. Variables were centred by subtracting mean scores from every data point.

	The interaction term was calculated by multiplying centred independent variables.

	Regression analysis was run by entering each of the independent variables in two separate blocks and the interaction terms in the third block.



To understand the interaction effects, a preset Excel program was used (source: http://www.jeremydawson.co.uk/slopes.htm) to create graphs based on the regression coefficients of the independent variable, moderating variable and interaction effect.


Table 1

Descriptive statistics and relationships among variables
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*Significance at 0.05 level;

**Significance at 0.01 level

Relationships Among Variables

Table 1 shows that out of the four dimensions for team climate, participatory safety has the highest mean score, suggesting that members of most teams feel comfortable sharing information within the team and feel that they positively influence other members of the team. Though the mean score for task interdependence (measured on a seven-point rating) within the team is relatively low, the standard deviation is relatively high, suggesting that there is a general opinion among team members that task interdependence is low with respect to the development of software, though this opinion is not shared among all members. This high variability could have been observed because the teams varied in other extraneous factors such as life-cycle stage of the project and the nature of the project.

The results from the correlation analysis indicate that task interdependence has a significant positive relationship with overall team climate as well as with all dimensions of team climate. This trend reflects the positive influence of task interdependence on the climate of the teams. On the other hand, procedural justice has a significant positive relationship with the following team climate dimensions: overall team climate, participatory safety and support for innovation. The sub-dimensions of team climate have strong positive correlations among themselves as well as with overall team climate.


Although few studies (e.g., Roberson, 2006) have considered interdependence as a critical factor in the emergence of team-level justice perceptions, current results do not show any significant relationship between task interdependence and procedural justice.

Table 2

Main and Moderating Effects
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Main and Moderating Effects

Hierarchical regression was used to examine the main and moderating effects of the independent variables on the team climate dimensions.

The results showed that task interdependence (β = 0.67**) has a significant positive effect on overall team climate. Task interdependence also has a significant positive effect on all the dimensions of team climate. Thus, H1 and its sub-hypotheses are accepted.

Though procedural justice does not have any significant impact on overall team climate, it does have a significant positive impact on participatory safety (β = 0.34*) and support for innovation (β = 0.419**), both dimensions of team climate. Therefore, H2 is not accepted, while H2 (a) and H2 (b) are accepted.

Procedural justice also moderated the relationship between task interdependence and support for innovation, both dimensions of team climate. Therefore, H3(b) is accepted.
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Figure 2. Interaction effect of task interdependence and procedural justice.



Figure 2 shows the nature of the moderating effect of procedural justice in the relationship between task interdependence and support for innovation, two dimensions of team climate. The figure shows that high task interdependence always leads to higher levels of support for innovation within the team. Furthermore, the positive impact of high task interdependence on members’ perceptions of support innovation increases when procedural justice is also high. That is, higher levels of perceived procedural justice increase the positive effect of task interdependence on the support for innovation within the team. Accordingly, the results indicate that H3(b) is accepted.

DISCUSSION

The results from both the correlation and regression analyses indicate that task interdependence is a crucial variable that influences team climate. The results of the regression analysis also supported the hypothesis that task interdependence has a significant positive effect on the climate of software development teams. This finding supports the premise that task interdependence is a necessary precondition for developing a positive team climate (Anderson & West, 1998). The current finding is supported by similar extant research, which shows that task interdependence has a positive impact on the sharing of information among team members (Crawford & Haaland, 1972), the willingness to assist other team members (Ganesh & Gupta, 2010) and the cooperation norms implemented within the teams (Shaw, 1981). The strong positive influence of task interdependence on team climate found in the current study can be explained by the fact that task interdependence increases the need for interaction among team members for the completion of team tasks. Accordingly, the need for interaction among team members leads to increased coordination and thus nurtures collective efforts and team coordination (Johnson & Johnson, 1989). Similar studies have also found that the perception of co-dependence and the collective responsibility towards the task enhances the level of cooperation among the members of the group (Thomas, 1957; Van Der Vegt & Janssen, 2003). Thus, the increase in the level of cooperation among team members may have strongly affected the team climate.

The results from the correlation analysis show a significant positive relationship among the following three dimensions of team climate: procedural justice, participatory safety and support for innovation. Procedural justice also has a significant positive relationship with overall team climate, and the results of the regression analysis show a significant positive impact of procedural justice on participatory safety and support of innovation. Similar studies have shown that procedural fair treatment affects not only task performance but also extra role performances (such as helping behaviour) within the team (e.g., Moorman, Neihoff, & Organ, 1993; Naumann & Bennett, 2000). Previous research also suggests that when procedural justice is high, team members are more willing to invest their resources in the team (Sapienza & Korsgaard, 1996). More specifically, with respect to innovation Moenaert, Caeldries, Lievens and Wauters (2000), found that procedural justice has a significant impact on the performance of international product innovation teams.

The respondents may have perceived the extent of risk they could afford to take within the team as a common element in both the participatory safety and support for innovation dimensions. That is, the perception of participatory safety could encourage team members to be open in communicating their ideas with the team, which could otherwise be risky. Further, support for innovation denotes the extent to which members receive support to take risks associated with innovating new ideas. Thus, the results show that team members perceive that it is less risky to share their ideas and viewpoints when procedures associated with reward decisions are fair and just.

The presence of fair procedures may lead to trust among members, which, in turn, can encourage risk taking among members. Thus increased trust due to perception of fair procedures would have increased team members’ perceptions of participatory safety and support for innovation. If we consider the relationship between the member and the team as a social exchange, fairness is the key criterion that decides the effectiveness of the relationship. Earlier literature suggests that in a social exchange, the perceived integrity of the person being trusted determines the level of trust placed by the other, while integrity is determined by the perception of fairness by the person who trusts (Mayer, Davis, & Schoorman, 1995). According to Dirks and Ferrin (2001), a higher level of trust by a work partner may encourage a team member to take a risk with that partner (e.g., cooperate, share information). Such actions can lead to positive outcomes (e.g., enhanced individual performance). When procedures with regard to identification of team member contributions to the overall team performance are fair, team members may feel that they will receive a fair share of rewards for their ideas and contributions, which will encourage them to be more open in team discussions and more likely to such ideas during idea-generating tasks.

The results also showed a significant moderating effect of procedural justice on the relationship between task interdependence and support for innovation. Procedural justice enhances the positive effect of task interdependence on team members’ perceptions of support for innovation within the team. Accordingly, knowledge sharing was determined to be a crucial element in team innovation (Swan, Newell, Scarbrough, & Hislop, 1999). Though task interdependence may compel members to share their knowledge within the team, it may not be sufficient to motivate them to do so voluntarily. In this respect, trust may act as a facilitator in knowledge sharing within the team. Research has also shown that trust is a strong determinant in the extent of knowledge sharing within the team (Staples & Webster, 2008). Similarly, trust within teams is strongly associated with procedural justice within the team (Korsgaard, Schweige, & Sapienza, 1995). Procedural justice increases the positive effect of task interdependence on support for innovation within the team by enhancing trust within the team.

IMPLICATIONS AND CONCLUSIONS

Though the study has its limitations, such as a relatively small sample size and a lack of control over other extraneous variables, its findings have significant managerial and theoretical implications. The results emphasise the significance of designing team tasks to ensure the optimal level of task interdependence, as task interdependence can facilitate team cohesion and nurture a positive team climate. According to Wageman (2001), among various other factors, team members’ perceptions of task interdependence within the team are influenced by the way in which the team tasks are defined and the rules or instructions that are prescribed. Thus, the role of the leader is crucial in communicating the task definitions and the instructions during the initial stages of the team formation. Communication is also important for establishing the perception of fairness within the team, as the findings show that the role of procedural justice in nurturing team climate and improving the positive effect of task interdependence on team climate. The findings emphasise the need to build trust among team members through fair procedures that reward members for their contributions to the overall team performance.


The results also challenge managers to effectively balance rewards and equitably recognise team member contributions, thereby encouraging cooperation among team members. However, earlier research has shown that although equitable rewards may increase performance of individual team members, they also may promote competition among team members (Tyler, Rasinski, & Tjosvold, 1986). Accordingly, this paradox can be resolved by being transparent in the procedures used to determine team and individual rewards. Studies have shown that when employees are given opportunities to voice their concerns regarding the procedures related to reward allocation, they tend to view the procedures as fair (Kanfer, Sawyer, Earley, & Lind, 1987; Tyler, Rasinski, & McGraw, 1985). Both the HR department and the team leader play an important role in making team members feel safe in voicing their concerns at any stage of the decision-making process. Another important challenge for the team leader is to identify and reward extra role performances, as these performances act as social lubricants for the performance of the team. In so doing, however, managers should be cautious not to weaken the intrinsic motivation associated with these voluntary behaviours. Accordingly, non-monetary rewards, such as recognition and awards, can be used as an answer to this challenge.

With respect to research implications, the current study used process related variables such as procedural justice to understand the relationship between task interdependence and outcome variables. In the context of earlier research, which has shown that fairness perceptions are significantly lower in the IT occupational group than in other groups (Bhal & Gulati, 2007), the current findings stress the need to nurture procedural justice perceptions in software development teams. The current study also confirms the role of trust created by procedural justice with respect to the team members risk-taking behaviours in the form of support for innovation and participatory safety. Future research can examine the impact of trust among team members on specific team outcomes, such as team learning, information sharing and innovativeness. Future research can also study how team climate, over a period of time, influences the perception of fairness within the team.

In conclusion, task interdependence creates the need among team members to interact, coordinate and share information, thereby demanding cooperation within the team. This cooperation, over a period of time, may create a positive team climate. At the same time, the implementation of fair procedures is essential for creating trust within the team, which then contributes to the team’s ability to sustain higher levels of cooperation among members and maintain a positive team climate. Additionally, this study stresses the need to manage the paradox of maintaining robustness through fair procedures while maintaining flexibility within the team to facilitate cooperation.
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ABSTRACT

There are almost 500 institutions of private higher education currently in operation in Malaysia, these include colleges, university colleges and universities. These institutions are helpful because they fill the gap caused by limited seating for potential students in government institutions of higher learning. A total sample of 373 students comprising students from secondary schools was used in this study. These students were in the British equivalent O and A levels of education. A questionnaire containing 46 statements was distributed randomly to the respondents during a motivation seminar at their respective schools. The data analysis was conducted using SPSS and AMOS software programme packages for Windows. Factor analysis was performed to extract and decide on the number of factors underlying the measured variables of interest. Structural Equation Modelling (SEM) was then used to examine the variables and the fitness of the proposed model. The results indicate a substantial positive effect of perception and promotion on the students’ choice of private institutions for higher education. The results also reveal a significant positive effect of perception on influence and promotion on influence. Therefore, the findings of this study have a substantial effect on private institutions of higher education.

Keywords: private institutions, higher learning, Structural Equation Modelling (SEM), Malaysia

INTRODUCTION

Over the last decade, there have been dramatic changes in the higher education landscape in Malaysia. In the 1970s, there were only a few private institutions of education in Malaysia, and those were limited to providing a secondary level of education such as the O- and A-level of education, including accounting professional examinations. However, in the mid-1980s, private institutions of higher learning began to emerge. These colleges, as well as some new colleges, began to offer diploma and degree courses with foreign universities using a franchising model. Because the objectives of Private Institutions of Higher Education (PIHE) are largely focused on profit, they are certainly different from the objectives of the PIHE. Therefore, the public is constantly comparing the quality of education between both sectors of higher education providers.

The students of PIHEs are those who were previously enrolled in the O- and A-levels of education. These students usually avoid choosing private institutions to further their studies. Their first choice is the Public Institutions of Higher Education, and their last resort is the PIHE. Alternatively, some students would rather discontinue their education and begin looking for jobs. Thus, some of the PIHE have low student enrolments. Moreover, the Ministry of Higher Education constantly reports the suspension of licences to operate by certain institutions because of low performance and other related reasons.

Indeed, there are many successful PIHE, but there are also many PIHE struggling to survive (Hay & Fourie, 2002). The government encourages establishing PIHEs to ease the burden of overcrowding at public universities, to pass the education responsibility to the private sector, and to create more entrepreneurs, particularly among the Bumiputras (Malay race and the indigenous people of Southeast Asia, particularly in Malaysia). To assist the growth of PIHE through student enrolment, the government provides education loans. Although these loans were first available to students of public institutions, the government has now included students of PIHEs as well.

With this scenario in higher education in Malaysia, it is pertinent to explore the foundation of decision-making by the students as they choose a place to study, and it is also important to understand their perceptions of PIHE.

LITERATURE REVIEW

A plethora of studies have been documented in the literature that focuses on education, and numerous factors have been identified in these studies. For example, the cost of education (Xiaoping, 2002), class size and achievements (Toth & Montagna, 2002), ethnicity and achievements (Fazia, 2001; Tomlinson, 1991; Gibson & Bhachu, 1988), attitudes towards extracurricular activity in an institution of higher learning (Belikova, 2002), and perceptions concerning the quality of education programmes (Zain & Nik-Yacob, 1995) are reported to influence the opinions of students as they select an institution. Some research studies have focused on the early process of choice formation, as well as the social, economic and cultural factors that shape educational aspirations (e.g.,, Yusof, Ahmad, Tajudin, & Ravindran, 2008). These studies have centred principally on the decision of whether to attend a university rather than on the specific reason students select a preferred institution or course (Williams, Clancy, Batter, & Girling-Butcher, 1980; 1993; Carpenter & Western, 1984; 1989; Hayden & Carpenter, 1990; Baldwin, Eley, Hor, Doyle, Kermond, Pope, Cameron, & McClelland, 1991; Department of Employment, Education and Training (DEET), 1993; 1994; Australian National Opinion Polls (ANOP), 1994; McInnis & James, 1995; Harvey-Beavis & Elsworth, 1998; Yusof et al., 2008; Paul, 2009; Wagner & Fard, 2009).

Xiaoping (2002) raised a concern regarding the rise of tuition fees charged by most colleges and universities within and around Beijing. Obviously, the views from parents and academicians oppose one another. Parents fear that the rising education costs will deter higher education opportunities for their children, whereas the academicians support the increase in tuition fees because they often benefit from these increases indirectly through higher salaries. Yusof et al. (2008) emphasised that parents of prospective students consider financial assistance to students to be an important factor that influences them towards a particular institution. Similar to Xiaoping (2002), Yusof et al. (2008) also found that cost of tuition is a moderately important factor considered by parents in selecting a particular institution for their child. Supporting these findings, Joseph and Joseph (1998, 2000) and Wagner and Fard (2009) noted that the cost of education, value of education and content and structure or degrees offered are the three most important factors that influence the choice of the students. Yusof et al. (2008) explicated that the availability of the required program is the top attribute in choosing a particular institution for higher education, which shows that the respondents were well-informed about their institution of choice and had previously decided on the programmes for which they wanted to apply or be admitted. The identical findings are also found in the literature from Baharun (2002) in which he concluded that students’ selection of a university is mainly determined by types of academic programmes available, quality of education, administration standards, faculty qualification, and convenient and accessible location.

In addition, there are several related studies reporting that, in Asian culture, the influence of family and friends plays a significant role on students’ choice of higher education (see Joseph & Joseph, 1998, 2000; Pimpa, 2004; Chen & Zimitat, 2006; Yusof et al., 2008; Wagner & Fard, 2009). Recommendations from friends and relatives are considered to be “push” factors, as cited by McMahon (1992) and Mazzarol and Soutar (2002), in motivating a destination choice for students from Taiwan, India, China and Indonesia. Moreover, Pimpa (2004) highlighted family as the most influential factor for Thai students’ choice of international education, whereas Chen and Zimitat (2006) noted the influence of family and friends of Taiwanese students as a major factor to study abroad. Broader research indicates that individuals will select a particular higher education institution if the benefits of attending outweigh the perceived benefits of attending other higher education institutions or non-college alternatives (Hossler, 1985; Wagner & Fard, 2009).

All over the world, higher education is highly sought-after because of its promise of better future prospects for degree holders. Among Asians, women’s roles in the past have been confined to the home; thus, higher education was perceived as unnecessary. However, this phenomenon has changed lately, even in some Western Muslim cultures. Ahmad (2001) explored the motivational factors and influences for entering higher education among Muslim women in Britain. The study highlighted the existence of dual objectives by the women, that is, suitable husbands and/or stable employment. With higher education, these women become more suitable for their potential educated husbands while also ensuring themselves a better opportunity for stable employment (Ahmad, 2001). Another motivating factor arising from the study is the opportunity to be away from home for a legitimate reason. Finally, Tomlinson (1991) found that ethnic minority students in England unanimously viewed higher education and careers as an absolute necessity (Gibson & Bhachu, 1988).

The higher education landscape in Malaysia has gone through substantial changes over the years. A number of factors are responsible for the high demand for higher education in Malaysia that operates both at personal and societal levels. At the personal level, higher education is considered to be the key to obtaining jobs that pay good salaries, confer social status and prestige, and provide avenues for social mobility. At the societal level, the Malaysian government is using higher education programmes to restructure Malaysian society to have a more indigenous population pursuing higher education, thus, enabling them to improve their livelihood later in life (Ghazali & Kassim, 2003; Yusof et al., 2008).

With an increase in the number of private colleges in Malaysia conducting the collaboration or twinning degree programmes with foreign universities, higher education in Malaysia has become a lucrative business. This occurrence raises a question regarding the quality of the programmes offered. Zain and Nik-Yacob (1995) conducted a preliminary study of the perceptions of Malaysian university academicians on the foreign twinning programmes in Business and Engineering. Their results found that academicians were concerned about the quality of education offered at these private colleges because the colleges’ main motive was thought to be profit. However, establishing the National Accreditation Board (LAN) has assisted in creating a positive atmosphere for the growth of private higher learning institutions, therefore, producing positive perceptions from the Malaysian academia and the public community. Moreover, the LAN has been upgraded and renamed the Malaysian Quality and Assurance Board (MQA), an entity that regulates all academic programmes offered by higher learning institutions.

From this review of the literature on higher education, it is evident that PIHEs are struggling to cope with stiff competition because of the enhanced quality of education offered by the public sector (Hay & Fourie, 2002). Moreover, PIHEs not only have to meet the requirements set by the Malaysian government, but they also have to face inevitable competition in the education industry. Furthermore, these problems also force parents and students to think carefully before choosing an institution for higher education. Based on the above-discussed issues, the present study attempts to seek answers to the following questions:


	What is the relationship between perception and students’ choice to further their education?

	What is the relationship between promotion and students’ choice to further their education?

	What is the impact of perception on influence and promotion on influence?

	What is the impact of influence on students’ choice of study?



The proposed framework of this research is shown in Figure 1. The framework shows the hypothesised relationships among different variables, namely, perception, promotion, influence, and choice of study. Based on the review of the extant literature, this study examines the following research hypotheses:



	H1:
	Perception has a positive impact on the choice of study.



	H2:
	Perception has a positive impact on influence.



	H3:
	Promotion has a positive impact on the choice of study.



	H4:
	Promotion has a positive impact on influence.



	H5:
	Influence has a positive impact on the choice of study.








[image: art]

Figure 1. Proposed conceptual model



RESEARCH METHODOLOGY

Research Design

The research endeavoured to develop a generic model that can be used by the PIHE. After reviewing the literature, hypotheses were summarised into an integrated model (see Figure 1) whose validity was tested by gathering data from secondary students. Based on the proposed model, this study investigated:


	The impact of perception on students’ choice of study

	The impact of promotion on students’ choice of study

	The impact of influence on students’ choice of study



Data collection

A self-administered questionnaire was designed and tested among students of the secondary level of education around the Hulu Langat, Selangor areas to gauge their understanding and the relevancy of the measures. Prior to administering the questionnaire, three focus group discussions were conducted to determine the general dimensions of the students’ perceptions of institutions of higher learning and the choice to further their studies. The questionnaire consisted of four sections, and each of these section contained questions to reflect different parts of the study. Statements that covered topics such as location, accreditations/recognition by government, costs of study, academicians, facilities, and language of instruction were also included in the survey instrument. All the statements in the first four sections of the questionnaire sought responses on a scale of 1 to 6 in which “1” represented “Strongly Disagree” and “6” represented “Strongly Agree”.


The questionnaire was distributed randomly to students who participated in the seminars conducted by the authors on motivation and opportunities for higher education. Thus, it was a self-administered approach of questionnaire responding. The students comprised those in Forms 4, 5 and 6 of the selected schools in the states of Kelantan, Terengganu, Kedah and Klang Valley. Of the 416 questionnaires distributed, 43 were rejected because of lack of response. Thus, the study sample comprised 373 students.

Of the total respondents, 65.4% were females, which is the major phenomenon in Malaysian education in which females are more interested in furthering their education than males. Regarding race, 68.4% were Malays, 22.8% were Chinese, and 6.7% were Indians. Although the study sample generally represents the population, the Malay sample is a little higher than the population proportion because most Malays inhabit the rural or small town areas where a major portion of the sample also resides. Moreover, this research attempts to capture more respondents from the pre-university population because most educational programmes of the PIHE are franchises from the public universities.

ANALYSIS AND RESULTS

First, the psychometric properties of the questionnaire were assessed by the calculating Cronbach’s alpha reliability coefficient and a item-to-total correlation. According to Sekaran (2003), to ensure the stability and consistency of the research instrument, reliability is necessary. Therefore, it was imperative to conduct the reliability test before proceeding with further analyses. Cronbach’s alpha value ranges from 0 to 1 in which a value closer to 1 indicates greater stability and consistency; however, for basic research, the threshold value of 0.60 was set by the researchers (see Nunnally, 1978). Table 1 shows the result of Cronbach’s alpha for the instrument used in the current study in which the value of alpha (0.881) indicates acceptable consistency and stability of the instrument.

Table 1

Reliability statistics of the questionnaire



	Cronbach’s Alpha

	Cronbach’s Alpha based on Standardised Items

	No. of Items




	0.881

	0.883

	32






Second, the researchers performed an exploratory factor analysis with Varimax rotation to examine whether items for a construct share a single underlying factor (i.e., are unidimensional). Therefore, EFA was employed on all the items of the questionnaire to determine the possible underlying factors. During EFA, all the items were deleted that did not satisfy the criteria of above 0.5 loading and below 0.35 cross-loading (Hair, Black, Babin, & Anderson, 2010).

Table 2

Results of factor analysis



	Items (Variables)
	Component




	Factor 1 Perception

	Factor 2 Promotion

	Factor 3 Choice of Study

	Factor 4 Influence




	V16_1
	.835

	
	
	



	V9_1
	.826

	
	
	



	V4_1
	.813

	
	
	



	V5_1
	.616

	
	
	



	V40_1
	
	.852

	
	



	V41_1
	
	.834

	
	



	V42_1
	
	.686

	
	



	V45_1
	
	.605

	
	



	V47_1
	
	
	.803

	



	V48_1
	
	
	.790

	



	V54_1
	
	
	.672

	



	V30_1
	
	
	.641

	



	V38_1
	
	
	
	.815




	V44_1
	
	
	
	.768




	V3_1
	
	
	
	.738




	Initial Eigenvalues
	3.916

	2.104

	1.684

	1.540




	% of Variance
	17.345

	16.008

	15.147

	13.129




	Cumulative %
	17.345

	33.354

	48.501

	61.630





The Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy was 0.762, which indicated that the present data were suitable for principle component analysis. Similarly, Bartlett’s Test of Sphericity was significant at p < 0.001, which indicated sufficient correlation between the variables. The results of the EFA indicated a clean four-factor structure using the criteria of an eigenvalue greater than 1. The extracted factors accounted for 61.63% of the total variance.


All factor loadings were generally high, and the lowest loading was 0.605. The resulting factor loadings are shown in Table 2 with those less than 0.5 suppressed. All items were loaded onto the expected factors, which aligns with how they were originally designed. The factor loadings were all higher than 0.5 on its own factor; therefore, each item loaded higher on its associated construct than on any other construct. This finding supported the discriminant validity of the measurement.

Subsequently, the reliability tests were conducted for all the items that formed each factor using Cronbach’s alpha, as suggested by other scholars (Byrne, 2010; Hair et al., 2010; Kline, 2011; Pallant, 2007). The research revealed that Cronbach’s coefficient alpha ranged from 0.708 to 0.804, which indicated good subscale reliability and internal consistency of the items (see Table 3).

Table 3

Reliability coefficient of the extracted factors



	Factor

	Number of Cases

	Number of Items

	Cronbach’s Alpha




	Perception
	373

	4

	0.804




	Promotion
	373

	4

	0.762




	Influence
	373

	3

	0.708




	Choice of Study
	373

	4

	0.738





Next, a two-phase modelling procedure was adopted because it is considered one of the best practices in the use of SEM. For this procedure, the measurement model is specified and fitted before doing the equivalent for a full-fledged structural model. The main reason for utilising two-phase modelling was the ease and accuracy of fitting the structural model (Byrne, 2010; Hair et al., 2010).

AMOS software was used to perform Confirmatory Factor Analysis (CFA) on all the measuring items retained by EFA. The measurement model was assessed based on the fit measures recommended by different scholars (Byrne, 2010; Hair et al., 2010; Kline, 2011). These scholars recommended reporting the chi-square (χ2) value and the associated degrees of freedom (df), along with at least one incremental index and one absolute index. Thus, reporting the χ2 value, degrees of freedom, the comparative fit index (CFI), and the root mean square error of approximation (RMSEA) provided sufficient unique information to evaluate the model (Hair et al., 2010).

In the present research, the measurement model was evaluated by chi-square (χ2), the comparative fit index (CFI), the goodness of fit index (GFI), and the root mean square error of approximation (RMSEA). However, given that the χ2 is highly susceptible to sample size, this study used a normed chi-square (χ2/df), as recommended by Byrne (2010) and Hair et al. (2010). The threshold values for all these fit indices were considered while evaluating the measurement model. For example, cut-off values were > 0.90 for CFI, > 0.90 for GFI, < 0.08 for RMSEA, and < 5 for χ2/df. Figure 2 represents the measurement model of all the constructs with their subsequent items retained by EFA.

A review of the measurement model shows that there are no offending estimates and that the results of the fit indices also support the proposed model. With a normed chi-square (χ2/df) value of 2.642 (χ2 = 221.910, df = 84), which is within the maximum point of 5.0, the measurement model is attested to be fit. Moreover, the baseline fit indices are also greater than the 0.90 cut-off point, i.e., CFI = 0.918 and GFI = 0.929, which indicates a good fit of the measurement model. Finally, RMSEA value of 0.066 is clearly below the cut-off value of 0.08, which also indicates a good fit of the measurement model.

After achieving the good fit of the measurement model, the next step was to test the hypothesised causal relationships among the constructs of the model. This was completed through structural equation modelling using AMOS software. The maximum likelihood estimates (MLE) method was used after the constructs satisfied the criterion of multivariate normality (Bagozzi & Yi, 1998). Therefore, for all the constructs, tests of normality, namely, skewness, kurtosis and Mahalanobis distance (D2) statistics were conducted. These did not indicate a departure from normality. Thus, as normality was confirmed for all the constructs, the researchers proceeded to use the MLE method to estimate the model.

The baseline structural model is depicted in Figure 3. The model was assessed based on the following indices: the chi-square test, the comparative fit index (CFI), and the root mean square error of approximation (RMSEA) per the suggestions of many scholars (Byrne, 2010; Hair et al., 2010; Kline, 2011). In addition, the path coefficients were also assessed both for statistical significance (p < 0.05) and practical significance (β > 0.20). The results of this structural model yielded acceptably high goodness-of-fit indices. This indicated that the hypothesised model fits the observed data well. The normed chi-square value (CMIN/df) for the current hypothesised model was 2.642, which is well below the value of 5.0, which is often indicated as the benchmark in SEM literature. Similarly, regarding other goodness-of-fit indices, CFI resulted in an acceptable value of 0.918, whereas RMSEA yielded a value of 0.066, which is also below the threshold value of 0.08. All of these values indicated a good fit of the hypothesised model.
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Figure 2. Confirmatory Factor Analysis
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Figure 3. Baseline structural model




Moreover, the statistical significance of the paths at p < 0.05 and the practical significance at standardised β > 0.2 were also considered. Out of the total five structural paths, four resulted in being statistically significant. A more detailed analysis of the results and measures for the model fit are reported in Table 4. Because there is no definitive standard, a variety of indices are provided along with suggested guidelines.

Table 4

Estimates of the hypothesised model



	Structural Path
	Hypothesised Relationship

	Std. Reg. Weight

	S. E.

	C. R.

	P




	Influence [image: art] Promotion
	H4s

	.232

	.078

	3.151

	.002




	Influence [image: art] Perception
	H2s

	.171

	.096

	2.450

	.014




	Choice of study [image: art] Perception
	H1s

	.310

	.084

	4.142

	***




	Choice of study [image: art] Promotion
	H3s

	.205

	.061

	2.937

	.003




	Choice of study [image: art] Influence
	H5ns

	.093

	.057

	1.334

	.182




	Statistic

	
	Suggested

	
	Obtained

	



	Chi-square significance
	≥0.05

	

	0.000

	




	Normed chi-square (CMIN/df)
	≤5.00

	

	2.642

	




	Comparative fit index (CFI)
	≥0.90

	

	0.918

	




	Goodness-of-fit index (GFI)
	≥0.90

	

	0.929

	




	Root mean error square of approximation (RMSEA)
	≤0.08

	

	0.066

	




	s = Supported, ns = Not supported
	

	

	

	





Based on the results of the hypothesised model, the structural path between perception and the choice of study showed a significant result. The results revealed that standardised regression weight = 0.310, standard error = 0.84, critical ratio = 4.142, and level of significance = 0.001, which supported the structural path. As was expected, perception resulted in a positive direction and was statistically significant, which confirmed the positive impact of perception on the choice of study, therefore, supporting H1 of the study. Similarly, H2 (i.e., perception has a positive impact on influence) was statistically significant with the standardised estimate of 0.171 at p < 0.05 level supporting this hypothesis. Furthermore, it was hypothesised that promotion had a positive impact on the choice of study (H3). The results also emerged with the standardised estimate of 0.205 at p < 0.01 level supporting this hypothesis. Moreover, H4 (i.e., promotion has a positive impact on influence) was also supported based on the following results: standardised regression weight = 0.232, standard error = 0.78, critical ratio = 3.151, and significance level = 0.002. Finally, one hypothesis (H5) was not statistically significant, that is, standardised estimate = 0.093 at p > 0.10. Thus, the results did not support H5.

CONCLUSION AND IMPLICATIONS

The purpose of this article is to offer some useful and practical guidelines to PIHEs regarding the choice of study students make before selecting an institution of higher education. The findings of this research can be useful to different institutions of higher education in designing strategies to attract and satisfy students in the current era, which is highly competitive.

The findings of this research identified and tested factors that are responsible for the students’ choice of study in PIHEs. The study revealed that student perceptions play a vital role in their choosing a particular institution. The main determinants of perception in this study were experienced lecturers, suitable syllabus, qualified lecturers, and knowledgeable lecturers. Among these variable measures, knowledgeability of the lecturer was reported to be an important factor in changing the students’ perceptions about an institution. This particular finding is of extreme importance to the higher education policy makers and more specifically to the PIHE, as it provides a clear indication that student perceptions about an institution can be influenced positively if knowledgeable lecturers are part of that institution, thus attracting students to choose it for their higher education studies. Hence, PIHEs should focus on its academicians’ expertise in promoting their institutions to these potential students.

In a similar manner, the results of this study also exposed the importance of promotion in impacting the students’ choice of study in PIHEs. This research revealed that students choose institutions that are mainly promoted through radio and television. This finding may encourage institutions that are struggling to compete with the established institutions to use radio and television as the primary medium for promotion. Word of mouth is an important medium that these institutions can adopt, as well, to promote their programmes to potential students. In addition, current students are suggested to become ambassadors by representing their institutions and interacting with their juniors at their respective former schools.

Future studies should focus on the first year of students at both PIHEs and public universities to assess their pre- and post-decisions to further their studies. A study examining these variables will explore many aspects of students’ decisions and accomplishments that may or may not be pertinent to PIHEs and Ministry of Higher Education Malaysia.
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ABSTRACT

The fundamental aim of the present study of 126 business executives was to examine whether an engaged workforce could be differentiated from its disengaged counterpart based on occupational self-efficacy, which is an individual difference variable. We anticipated that work engagement would be characterised by high occupational self-efficacy and therefore predicted that it would positively correlate with occupational self-efficacy. Fisher’s linear discriminant analysis was used to distinguish engaged employees from disengaged ones. The results showed that the command and adaptability dimensions of self-efficacy are found to be the most important in distinguishing engaged employees from their non-engaged counterparts. A logistic regression analysis was also carried out to determine whether socio-demographic variables contributed to group differences. The results of the logistic regression supported the findings of the discriminant analysis.

Keywords: work engagement, self-efficacy, command, confidence, vigour, dedication

INTRODUCTION

“In every profession and pursuit, engagement ignites talent and skill and disengagement shuts it down. The brilliance and full potential of even the brightest employee will never find expression unless he/she is engaged. It is the ratio of engaged to disengaged workers that drives the financial outcomes and impacts profitable growth” (Loehr, 2005). This quote clearly highlights the importance of an engaged workforce for an organisation in the 21st century information/service economy. The latest report on global employee engagement, by Blessing White, presented the dismal findings that fewer than 1 in 3 (31%) employees worldwide are engaged and that 1 in 5 (17%) are actually disengaged (Blessing White, 2011). Furthermore, the average employee engagement score for the Asia Pacific region dropped to 56% in 2010 from 60% the previous year, representing the largest decline in the last 15 years (Aon Hewitt, 2011). The reasons that are typically given for being disengaged revolve around conditions in the work environment or work characteristics. With engagement being defined as a “work-related state of mind” (Schaufeli, Salanova, Gonzalez-Roma, & Bakker, 2002), it is no surprise that a large number of research studies focus on the role of work characteristics or environment (Langelaan, Bakker, van Doornen, & Schaufeli, 2006).

However, examining why employees exposed to similar work environments report different levels of engagement continues to be a compelling question. Why do some employees flourish in particular jobs, whereas others do not (Langelaan et al., 2006)? Why do some employees perform at high levels, whereas others perform at the minimally accepted level (Xanthopoulou, Bakker, Demerouti, & Schaufeli, 2009a)? Based on the findings of extensive research studies, Wellings, Bernthal and Phelps (2005) reported that some employees, based on a set of personal characteristics, are more likely than others to be inherently engaged in their work regardless of their jobs, which they refer to as engagement propensity. They identified six personal factors that were significantly correlated with engagement: attachment to the job, agreeableness, emotional stability, openness to experience, achievement orientation, and self-efficacy. Although a moderate number of studies in the West have examined the impact of individual difference variables on work engagement, there is dearth of such studies coming from developing countries such as India (cf. Hallberg, Johansson, & Schaufeli, 2007; Langelaan et al., 2006; Zhang, Gan, & Chan, 2007; Mauno, Kinnunen, & Ruokolainen, 2007; Xanthopoulou, Bakker, Demerouti, & Schaufeli, 2007).

The present study chooses to restrict itself to occupational self-efficacy because it is a personal characteristic that is malleable, i.e., it can be changed or improved with the help of organisational interventions (unlike positive personality traits, which are fixed) and can thus have significant implications for the management of people at work (Maurer, 2001).

Specifically, the study attempts to examine in great detail the roles that occupational self-efficacy (domain specific), which is an individual difference variable (Leiter, 1992), and its dimensions play in distinguishing engaged employees from non-engaged ones among the Indian workforce. This can have clear managerial implications to drive engagement levels, which are discussed in detail in the discussion section of the paper. The study also attempts to determine whether socio-demographic variables play a role in explaining group differences.

Work Engagement

With more organisations realising the importance of an engaged workforce, there has been a quick rise in academic and scientific research studies focused on the construct of work engagement in the past decade. Unfortunately, even after such extensive investigation, the topic remains obscure (Blessing White, 2011). More recently, Christian, Garza and Slaughter (2011), in their effort to provide a holistic definition of engagement based on the thorough review of the literature, defined “work engagement as a relatively enduring state of mind referring to the simultaneous investment of personal energies in the experience or performance of work”.

The recent trend in work engagement studies is towards exploring the transient nature of engagement, focusing on a within-individual approach based on the argument that the exclusive focus on between-person approaches fails to account for the dynamic and configurational components of the work engagement phenomenon (Sonnentag, Dormann, & Demerouti, 2010). However, studies have shown that a major part of total variance in engagement is still accounted for by between-person variation (see Bakker & Bal, 2010).

The present study builds on the conceptualisation of engagement given by Schaufeli et al. (2002), who defined engagement as “a positive fulfilling work-related state of mind characterized by vigor, dedication and absorption” (Schaufeli et al., 2002; Schaufeli, Bakker, & Salanova, 2006). In this case, vigour is characterised by high levels of energy and mental resilience while working, the willingness to invest effort in one’s work, and persistence in the face of difficulties. Dedication refers to being strongly involved in one’s work and experiencing a sense of significance, enthusiasm, inspiration, pride, and challenge. Finally, absorption is characterised by being fully concentrated and happily engrossed in one’s work such that time passes quickly (Schaufeli & Bakker, 2010; May, Gilson, & Harter, 2004). According to the authors, rather than a momentary state, engagement refers to a more persistent and pervasive affective-cognitive state. They differed in opinion from the burnout researchers, who define engagement as the positive antipode of burnout (Maslach & Leiter, 1997), in that they considered engagement to be a unique construct that is independent of burnout and is correlated with it.

With engagement receiving more attention from executives in the corporate world as a top strategic objective, it becomes imperative to determine what distinguishes an engaged employee from a disengaged one such that precise interventions can be designed at the right time to increase the ratio of engaged to disengaged workers.

Occupational Self-efficacy

Self-efficacy is a critical component of social cognitive theory, which has a primary influence on human thought, motivation, action and performance. Self-efficacy, as defined by Bandura (1997), is the “belief in one’s capabilities to organize and execute the course of action required to produce given attainments” (p. 3). It is concerned not with the skills one has, but rather with the estimation of what one can attain with the skills one currently possesses (Bandura, 1986). According to Stajkovic and Luthans (1998), self-efficacy is the most important psychological mechanism for producing positive work-related outcomes.

To predict performance in an occupation (as is the case in present study), the level of self-efficacy assessed should be broader; that is, it should be domain-rather than task-specific (Schyns & Sczesny, 2010). Salanova, Peiro and Schaufeli (2002) also highlighted the need for a domain-specific measure over a general measure of self-efficacy, even when predicting relatively broad concepts such as burnout. Thus, the present study uses an occupational self-efficacy measure that has an intermediate level of specificity because it has higher predictive value than generalised and task-specific measures of self-efficacy (Chen, Gully, & Eden, 2001; Pajares, 1996; Abel & Spurk, 2009).

Occupational self-efficacy reflects a person’s conviction that he or she can execute behaviours relevant to his or her own work (Schyns & Sczesny, 2010). Rigotti, Schyns and Mohr (2008) defined occupational self-efficacy as “the competence that a person feels concerning the ability to successfully fulfil the tasks involved in his or her job”. The present study uses the conceptualisation of occupational self-efficacy as given by Pethe, Chaudhary and Dhar (1999), who defined it as “the belief in ability and competence to perform in an occupation”.

Employees with high occupational self-efficacy are often characterised by their tenacity and determination and driven by their belief in future success (Breso, Schaufeli, & Salanova, 2011). Empirical research has linked occupational self-efficacy with a wide range of attitudes, behaviours and work performance measures such as commitment (Schyns & Collani, 2002), job satisfaction (Rigotti et al., 2008), work-related performance (Rigotti et al., 2008), performance increase (Eden & Ravid, 1982), training success (McLaughlin, Moutray, & Muldoon, 2008; Tziner, Fisher, Senior, & Weisberg, 2007), learning styles (Berings, Poell, Simons, & van Veldhoven, 2007), and career satisfaction (Abele & Spurk, 2009). With well-established links between occupational self-efficacy, work attitudes and behaviours, it can be concluded that self-efficacy is an important personal resource with significant implications for employee well-being (Grau, Salanova, & Peiro, 2001) and engagement (Salanova, Llorens, Cifre, Martinez, & Schaufeli, 2003).

Work Engagement and Occupational Self-efficacy

Kahn (1990) proposed that both individual and organisational factors influence the psychological experience of work and that work behaviour is derived from this experience. Sonnentag (2003) has also shown that in addition to work characteristics, non-work factors also impact work engagement.


Several research studies have linked engagement with personal variables. For example, engagement is reported to be positively associated with achievement-striving (Hallberg, Johansson, & Schaufeli, 2007), high extraversion and low neuroticism (Langelaan et al., 2006), and adaptive perfectionism (Zhang, Gan, & Cham, 2007). Furthermore, Mauno et al. (2007), in a longitudinal study, reported that organisation-based self-esteem, which is a context-specific personal resource, is associated with every dimension of engagement.

According to the Job Demand-Resource (JD-R) model (cf. Bakker & Demerouti, 2007), job resources are the most important predictors of work engagement. Xanthopoulou et al. (2007) subsequently incorporated the concept of personal resources into the JD-R model. They asserted that personal resources have the potential to influence work engagement beyond the impact of job resources. Then, in a series of diary studies, they highlighted the role of various personal resources in enhancing the work engagement level of employees. For example, in a study among Dutch employees using structured equation modelling, they reported that personal resources (self-efficacy, organisation-based self-esteem and optimism) partially mediated the impact of job resources on work engagement. They concluded that job resources lead to the development of personal resources, which, in turn, enhance work engagement (see also Xanthopoulou, Bakker, Heuven, Demerouti, & Schaufeli, 2008; Xanthopoulou et al., 2009a; 2009b). In addition, in a study among Indian software programmers, occupational self-efficacy was reported to be a significant predictor of employee engagement, with the relationship being mediated by organisational and supervisory support (Pati & Kumar, 2010). Bandura (1997) clearly demonstrated that greater efficacy is related to becoming absorbed in the task as well as to expending higher levels of energy and effort to complete a task (Sweetman & Luthans, 2010). Furthermore, Pintrich and De Groot (1990) suggested that self-efficacy plays a facilitative role in the process of cognitive engagement (Breso et al., 2011). However, self-related doubts that are associated with low occupational self-efficacy interfere with the engagement process and make employees more susceptible to distractions from the environment; individuals with low self-efficacy find it difficult to become absorbed and work with full dedication (Sonnentag et al., 2010). Low self-efficacy has often been reported to predict burnout, the antipode of work engagement (Gonzalez-Roma, Schaufeli, Bakker, & Lloret, 2006; Breso et al., 2011). Additionally, inefficacy or lack of confidence in one’s abilities has been reported in the literature to be a critical factor in the development of burnout (Cherniss, 1993; Leiter, 1992).

The reason for the proposed relationship lies in social cognitive theory, which proposes that expectations of personal efficacy will determine the choices people make, their goals (Bandura & Wood, 1989), how much task-related effort will be spent, and how long the efforts at the task will be sustained under adverse conditions and uncertain outcomes (Bandura, 1986, 1997). Thus, Albert Bandura’s social cognitive theory provides the theoretical foundation for linking occupational self-efficacy with work engagement by suggesting that efficacy beliefs are the basis of human agency, which influences one’s motivation to engage in specific positive behaviours related to high performance.

Markus and Kitayama (1991) claimed that efficacy beliefs are shaped through socialisation processes based on the cultural context. Culture influences how efficacy beliefs are moulded (Bandura, 1996). With the second largest population in the world and an increasing share of the world economy, it becomes important to test Western theories and practices in India to explore differences caused by the large cultural gap between them. Although the mentioned studies have highlighted the importance of self-efficacy in enhancing the work engagement level of employees, the empirical evidence in the Indian context is still scarce because the work engagement literature in this context has just begun to grow. Therefore, it will be interesting to examine the relationship between self-efficacy and work engagement in a collectivist cultural setting such as India, where hard work and group adherence is valued over individual abilities.

Based on the above review and with social cognitive theory and the JD-R model providing the theoretical basis for our study, we hypothesise the following:



	H1:
	Occupational self-efficacy and its dimensions significantly distinguish engaged employees from their disengaged counterparts.




METHODOLOGY

The Sample

The target population of the present study comprises junior-, middle- and senior-level employees from select business organisations in India. A total of 126 employees from different samples participated in the study. The business organisations included both public and private sector manufacturing and service firms. Data collected from such diverse organisations helped increase statistical power and achieve greater occupational heterogeneity (Langelaan et al., 2006). The sample was drawn using the purposive sampling method during the period from November 2010 to March 2011. Some of the responses were also collected through online questionnaire and electronic mails. The sample consisted of 100 males (79.4%) and 26 females (20.6%) aged between 21 to 52 years (Mean = 32.40, S.D. = 7.98). There are 40 junior-level (31.74%), 80 middle-level (63.49%), and 6 senior-level (5%) employees. The education levels of the sample were varied: there were 57 undergraduates (45.2%) and 69 postgraduates (54.7%). The work experience profile of the sample was less than 5 years (55.5%), 5–10 years (16.7%) and above 5 years (27.8%).

Measures

Work engagement was measured with the 17-item Utrecht Work Engagement Scale (UWES) developed by Schaufeli et al. (2002). All 17 items were rated on a 5-point frequency-based scale (1 = strongly disagree, 5 = strongly agree). Schaufeli et al. (2002) suggested that vigour, dedication and absorption represent three distinct dimensions of work engagement. A principal component analysis conducted with the data from the present study did not result in a clear factor solution. Therefore, an overall scale that showed high reliability (Cronbach’s alpha = 0.842) was used. This is similar to the results reported by Sonnentag (2003), in which an exploratory factor analysis did not result in a clear three-factor structure. For this reason, Schaufeli et al. (2006) recommended that the total score on the UWES serves an indicator of work engagement for practical purposes.

The scale developed by Pethe et al. (1999) was used to measure the efficacy beliefs of the participants with regard to their occupations. This is a 19-item scale comprises six factors. This is a five-point Likert scale with the response range varying from 1 for “strongly disagree” to 5 for “strongly agree”. The six underlying dimensions of the OSE Scale are (i) confidence (dependence on one’s own abilities), (ii) command (sense of control over the situation), (iii) adaptability (the ability to adjust), (iv) personal effectiveness (inclination towards continuous development), (v) positive attitude (ability to evaluate optimistically), and (vi) individuality (independence in making decisions and setting performance standards). Both the reliability and validity coefficients of scale are high. For the present study, the Cronbach’s alpha value was found to be 0.874.

Statistical Analysis

Data were analysed using correlation analysis, discriminant analysis and logistic regression. First, the means, standard deviations and intercorrelations were computed for the study variables.

Fisher’s linear discriminant analysis was used to distinguish the group of engaged employees from their non-engaged counterparts based on six occupational self-efficacy dimensions because this optimally separates two groups, using the Mahalanobis metric or generalised distance. It also gives the same linear separating decision surface as Bayesian maximum likelihood discrimination in the case of equal class covariance matrices. Because the three-factor structure of UWES (Schaufeli et al., 2002) was not supported, employees were divided into engaged and non-engaged groups based on total employee engagement scores. Thirty percent of the employees at the top of the distribution were classified as engaged, whereas those at the bottom 30% of the distribution were classified as non-engaged. Because we are interested in distinguishing engaged employees from non-engaged employees, only these two extreme engaged (n = 38) and non-engaged (n = 38) groups were included in the discriminant analysis.

Additionally, logistic regression analyses were conducted to determine whether socio-demographic variables (i.e., gender, age, work experience, educational level and position in organisational hierarchy) play a role in distinguishing engaged employees from non-engaged ones.

RESULTS

Table 1 presents the means and standard deviations of the variables as well as their inter-correlations. The relationship between occupational self-efficacy dimensions and work engagement is in the expected direction. Specifically, work engagement is positively and significantly correlated with all six dimensions of occupational self-efficacy, with the coefficients of correlation ranging from 0.41–0.62.

Table 1

Means, standard deviations and inter-correlations of the study variables

[image: art]

Note: WE = work engagement, PE = personal effectiveness, PA = positive attitude;

**Correlations are significant at 0.01 level

Distinguishing Engaged Employees from Non-Engaged Employees

The results of the discriminant analysis are summarised in Table 2. It can be observed from the table that Wilk’s Lambda = 0.452 and X2(6) = 56.32, p < .001, which confirms that the two groups (engaged versus non-engaged) could be significantly distinguished. The discriminant function had an eigen value of 1.21 and a canonical correlation of 0.74, i.e., 54.8% of the variance in the discriminant function can be explained by group differences. Overall, 84.2% of the total sample could be correctly classified, which is superior to a random assignment based on prior group membership probabilities (50%) (Tabachnik & Fidell, 2001). By looking at the standardised canonical coefficient, it can be observed that the command, adaptability, and individuality dimensions are of prime importance in distinguishing between the two groups. This implies that, relative to non-engaged employees, engaged employees are characterised by high scores on the command, adaptability and individuality dimensions of occupational self-efficacy. This provides support for hypothesis H1, which states that occupational self-efficacy significantly distinguishes engaged employees from non-engaged ones.

Table 2

Distinguishing engaged from disengaged employees



	Study variables
	Standardised canonical co-efficient

	Wilk’s Lambda

	Chi-square

	Eigen value

	Canonical correlation




	Confidence
	−.091

	
	
	
	



	Command
	.414

	
	
	
	



	Adaptability
	.411

	0.452

	56.32,p < .001

	1.21

	0.74




	PE
	.147

	
	
	



	PA
	.166

	
	
	
	



	Individuality
	.370

	
	
	
	




Logistic Regression Analysis

A logistic regression analysis was performed to determine whether socio-demographic variables contributed to the difference between the groups of engaged and non-engaged employees. The results of the logistic regression analysis are shown in Table 3, revealing that, when unadjusted, the effects of each socio-demographic variable were calculated by including a single variable in the model at a time, and only position in the organisational hierarchy (exp (B) = 2.87, X2 = 5.6220, p < .05) was found to significantly contribute to the group differences.


Table 3

Unadjusted effects of categorical predictor variables on work engagement obtained from logistic regressions.



	Predictors
	LR test

	Exp(B)

	95% CI for exp(B)




	Gender
	X2(1) = 0.076, p-value = .783

	0.859

	0.292–0.253




	Age
	X2(2) = 0.024, p-value = .877

	0.953

	0.520–1.747




	Length of service
	X2(2) = 0.469, p-value = .493

	1.207

	0.704–2.070




	Education
	X2(1) = 0.477, p-value = .490

	1.375

	0.566–3.399




	Position
	X2(2) = 5.620, p-value = .018

	2.877

	1.150–7.200





However, when the all of the variables were modelled together by including all socio-demographic factors, i.e., gender, age, education, tenure and position in the organisational hierarchy, as covariates, none of them was found to significantly predict work engagement.

Table 4

Unadjusted effects of dimensions of occupational self-efficacy on work engagement when each was modelled independently with demographic variables.



	Predictors
	Wald test

	Exp(B)

	95% CI for exp(B)




	Confidence
	X2(1) = 15.36, p-value = 0.000

	1.812

	1.346–2.440




	Command
	X2(1) = 16.52, p-value = 0.000

	2.809

	1.707–4.622




	Adaptability
	X2(1) = 18.72, p-value = 0.000

	3.33

	1.930–5.737




	Personal effectiveness
	X2(1) = 14.33, p-value = 0.000

	2.904

	1.672–5.044




	Positive attitude
	X2(1) = 16.90, p-value = 0.000

	2.135

	1.487-3.065




	Individuality
	X2(1) = 17.74, p-value = 0.000

	3.010

	1.803-5.027




	Overall OSE
	X2(1) = 21.81, p-value = 0.000

	1.311

	1.170-1.468





The results of logistic regression analysis suggest that when the dimensions of self-efficacy were modelled independently with all five demographic variables, each variable was found to be a significant predictor of work engagement. Thus, the findings remain unchanged even after controlling for socio-demographic variables, i.e., age, gender, length of service, education and position. Thus, the logistic regression analysis supports the results of the discriminant analysis because occupational self-efficacy was found to significantly predict work engagement.


DISCUSSION

The central aim of the present study was to explore the role of occupational self-efficacy and its dimensions in discriminating between groups of employees with high and low engagement scores. The results of the discriminant analysis clearly show that occupational self-efficacy plays a significant role in distinguishing the groups of engaged employees from non-engaged ones, with 54.8% of the variance in the discriminant function being explained by group differences. The performance of the discriminant analysis can be assumed to be good, with 84.2% of the total sample classified correctly. Considering the standard canonical discriminant function, it can be concluded that the command and adaptability dimension, followed by individuality, contributes the most to explaining the group differences. With none of the socio demographic variables being found to have a significant impact on work engagement (when modelled together), as revealed by the logistic regression analysis, the results of the discriminant analysis can have significant managerial implications for increasing the ratio of engaged to disengaged workers. Additionally, the results of the logistic regression analysis reveal that occupational self-efficacy and its dimensions (when modelled independently) significantly predicted work engagement. There could be number of possible explanations for this result. First, the increase in occupational self-efficacy could strengthen the employee’s belief about being able to adequately manage his or her tasks and achieve the desired outcomes. This confidence in one’s ability to adequately command the work situation is helpful for fully immersing oneself in one’s work and to become absorbed and dedicate oneself to the task at hand. Second, because self-efficacious individuals believe that they are capable of mastering tasks and coping well with adversity, they become involved with personally fulfilling activities and are thus more likely to become engaged (Kittredge, 2010).

The results of the study corroborate some previous studies in which positive links between self-efficacy and work engagement were reported (Pati & Kumar, 2010; Xanthopoulou, 2007, 2008, 2009a, 2009b; Llorens, Salanova, Schaufeli, & Bakker, 2007; Salanova et al., 2003). Salanova et al. (2003), for instance, demonstrated the importance of self- and collective efficacy in explaining work engagement when they reported that groups with higher levels of collective efficacy show higher engagement and group performance. Breso et al. (2011), based on their quasi-experimental study among university students, reported that self-efficacy interventions focused on students’ psychological states lead to a significant increase in work engagement. Additionally, based on their two- and three-wave longitudinal studies among secondary school and university students, Salanova, Llorens and Schaufeli (2008) reported that efficacy beliefs were related to positive emotions (i.e., enthusiasm, satisfaction, and comfort), which, in turn predicted work engagement. Thus, one of the possible explanations for the mechanism underlying the positive link between occupational self-efficacy and work engagement could be that efficacy beliefs generate positive emotions which, in turn, predict work engagement (cf. Fredrickson, 1998, 2001). The other possible explanation could be that self-efficacy beliefs influence the perception of resources at work. Because individuals with high self-efficacy can control their environments effectively, they are more likely to perceive job demands as challenging and job resources as abundant (Salanova, Schaufeli, Xanthopoulou, & Bakker, 2010). Additionally, Xanthopoulou et al. (2007) found that self-efficacy affects the motivational process that leads to engagement.

When the impact of socio-demographic factors was assessed individually using a logistic regression analysis, the position in the organisational hierarchy was found to significantly impact the level of engagement. This could be because those at the senior level in the organisation are the decision makers and have more say in the important decisions that impact the achievement of organisational goals. The results are in congruence with those reported by Businessworld in their survey on global engagement levels (Businessworld, 2008). Additionally, Blessing White (2011) reported that due to greater autonomy and control over work as well as close proximity to organisational direction and decisions, people higher up in the organisational hierarchy were found to be more engaged. However, unlike the findings of Blessing White (2011), age and tenure were not found to be significant in explaining work engagement where it was reported that engagement increases with the age and is higher for older employees. The present study also failed to identify any link between gender and engagement, which is in congruence with the findings of Robinson, Perryman and Hayday (2004), who, based on NHS survey results, reported no significant differences between the engagement levels of men and women. One possible explanation for this could be that the examined sample is male-biased and no generalisation can therefore be made. However, several studies have reported a significant correlation between gender and engagement (Businessworld, 2008; Kong, 2009, Truss, Soane, & Edwards, 2006). The possible reason for this divergence could be the very small percentage of women constituting the sample in the present study.

In sum, we conclude that occupational self-efficacy dimensions a play crucial role in explaining work engagement among the Indian workforce. The study makes important theoretical contributions by contributing to the scarce literature on work engagement from developing economies. The study’s findings have provided support for the JD-R model, a relatively new model in the field of work engagement from a developing country, which is an important step towards the process of theory building with regard to work engagement. Examining the impact of occupational self-efficacy on work engagement has extended our knowledge and understanding of the underlying motivational process, which would extend the domain of self-efficacy and theories in employee engagement.

MANAGERIAL IMPLICATIONS

The results of the study have certain important implications for driving engagement levels among the Indian workforce. Organisations can benefit at the recruiting stage by identifying individuals with high self-efficacy (an individual difference variable) because such employees are more likely to be engaged and perform better.

Because occupational self-efficacy is found to play a significant role in distinguishing the group of engaged employees from their non-engaged counterparts, designing interventions to increase occupational self-efficacy is likely to enhance the level of engagement. The malleable nature of occupational self-efficacy makes it possible to increase the engagement level of the existing workforce by designing self-efficacy-based interventions. SCT theory identifies four sources of efficacy beliefs: mastery experiences, vicarious experiences, verbal persuasion, and emotional states (Bandura, 2001). Thus, training programmes in organisations that focus on enhancing the four sources of self-efficacy would help to increase the engagement level.

With the “command” dimension of self-efficacy being shown to have the highest influence on engagement, giving employees more control over the environment and catering to their motivation for autonomy and competence is likely to increase their belief in their capacities to control events (Xanthopoulou et al., 2009a) and give them a reason to invest their full energy in their work (Macey, Schneider, Barbera, & Young, 2009). Because adaptability, i.e., the ability to quickly adjust to the new challenges, was found to be the second most important dimension of self-efficacy in distinguishing the group of engaged employees from their non-engaged counterparts, providing employees with training in self-management can help them effectively deal with negative feedback and more easily adapt to whatever may come their way (Tams, 2008). Additionally, because individuality, i.e., independence for decision making and setting performance standards, was found to be the next most significant factor in distinguishing between the two groups, providing employees with autonomy and decision-making authority in their work areas without requiring managerial approval in every instance will help to increase their confidence and control over work situations and would hence lead to more dedicated efforts from them.


LIMITATIONS

It is important to note several limitations of the present study and directions for further research. First, all measures were based on self-reports, thus causing concern for common method bias. However, we took the following two actions to guard against this, based on the recommendations proposed by Podsakoff, MacKenzie, Lee and Podsakoff (2003) to reduce common source bias: (1) we ensured anonymity in survey administration, and (2) we improved the items used to measure the constructs. Second, because the present study included only cross-sectional information on the relationships between occupational self-efficacy, socio-demographic variables and work engagement, inferences of causality cannot be drawn. Future research should examine the relationships among socio-demographic variables, other personal resources, and engagement dimensions across time to address causality issues. The study has taken only considered occupational self-efficacy; however, many other personal variables (e.g., optimism, hope, personality factors) can impact work engagement. Future studies should attempt to address all of these issues, which remain unaddressed here. Third, the sample size should be increased in future studies to improve the generalisability of the results. The study has only focused on the unidirectional impact of self-efficacy on work engagement. However, recent studies have demonstrated the reciprocal relationship between them. Future studies should be undertaken to test this dynamic relationship between self-efficacy and work engagement in the Indian context.
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ABSTRACT

The concept of management involvement in safety refers to the extent to which top- and middle-level managers become personally involved in critical safety activities within the organisation. Occupational accidents and incidents are symptoms of low management involvement in safety issues because most accidents could be prevented. The main objectives of this study were to evaluate management involvement in safety issues (such as safety values, occupational safety management, and employee well-being) and to analyse differences in management involvement in the metal products industry in Guilan Province, Iran, with regard to company size. A total of 714 respondents from 14 companies participated in the survey. The results showed that management involvement in safety issues was not strong in the metal products industry in Guilan Province. A one-way ANOVA analysis was applied to understand employees’ perspectives on management involvement in safety. The results revealed that there was a significant difference regarding management involvement in safety with respect to company size. Large companies had stronger management involvement in safety compared to smaller companies.

Keywords: management involvement in safety, company size, metal products industry, Iran

INTRODUCTION

Management involvement in safety issues is contingent on management’s physical approach to safety (Lawrie, Parker, & Hudson, 2006). For instance, there is direct involvement of the upper- and middle-level management in safety meetings or in safety oversight (Short, Boyle, Shackelford, Inderbitzen, & Bergoffen, 2007), including training, career development, and professional growth. Management involvement refers to the extent to which both upper- and middle-level managers become personally involved in critical safety activities within the company. Furthermore, management involvement in safety refers to managers’ effective presence and contribution to safety training through seminars and workshops, to their active oversight of safety critical operations, to their ability to keep up with the risks involved in daily operations, and to the extent to which there is good communication about safety issues, both up and down the organisational hierarchy (Wiegmann, Zhang, Thaden, Sharma, & Mitchell, 2002). The upper- and middle-level management, through participation in daily operations, communicate to their employees an attitude of concern for safety that subsequently influences the degree to which employees comply with operating rules and safe operating practices.

However, while the top management defines organisational safety goals and undoubtedly plays an important role in communicating organisational values related to safety, the role of first-line supervisors is also critical. First-line supervisors act as a conduit between senior management and the workforce and play an important role in shaping workers’ understanding of what is expected of them by communicating the priority of safety in the workgroup. First-line supervisors also monitor compliance with management directives and provide important feedback to workers concerning the appropriateness of their behaviour. Supervisors’ behaviours and expressions of opinions have a considerable influence on the development of workers’ beliefs about management policies and priorities (Lingard, Blismas, & Wakefield, 2005). Therefore, management creates and controls the situation in which occupational accidents and incidents occur in industries.

Safety issues that we are addressing here are related to measuring the maturity of organisations’ safety values, the occupational safety management (system), and employees’ well-being. A strategic action plan to integrate safety is the first element of strong safety values that aim to integrate safety into all activities in companies (Fulwiler, 2000; Molenaar, Brown, Caile, & Smith, 2002). There should be a written form that includes specific strategies, action plans, timelines, and owners. A company’s safety management system, the major element and foundation of a strong and positive safety environment, should also include a high-quality safety management information systems. The safety management information systems provides the means by which companies can evaluate their ongoing safety activities (International Atomic Energy Agency [IAEA], 2002). A safety information system collects, analyses, and disseminates information from accidents, incidents, and near misses, as well as from regular proactive system checks (Parker, Lawrie, & Hudson, 2006). In fact, the extent to which companies provide the necessary resources to address the findings of the audits about processes or the safety management system also indicates whether there is a basic foundation for safety (IAEA, 2002). A strong and positive safety situation refers to the extent to which every employee receives integrated job and safety training. Exposing employees to infrequent safety lectures in classrooms is insufficient (IAEA, 2002). Training and human resources capabilities allow employees to succeed. In addition, training programs are needed to develop employees’ safety knowledge and capabilities (Fulwiler, 2000). There is a number of other employee well-being issues that a company can support, including career development and professional growth; respect for employee rights, such as freedom of communication and association; promotion of balance between commitment to work and personal or family life; promotion of diversity; and prohibition of discrimination and harassment. Such measures will contribute to employee productivity and safety consciousness, as well as loyalty and pride (World Business Council for Sustainable Development, 2004).

Management involvement measures the extent to which management acknowledges the significance of a safety program and becomes involved in the safety process (Danielsson & Stubbs, 2000; Molenaar et al., 2002; Ray & Bishop, 1995). Managers’ participation positively influences employees’ behaviour by developing a sense of participation and ownership of a safety program. Ray and Bishop (1995) argued that the integration of safety as a function of managing employees is necessary to develop an effective safety programme. Dingsdag, Biggs, Sheahan and Cipolla (2006) revealed that the involvement of the upper-level management in various safety activities provides managers with opportunities for feedback and self-reflection regarding safety outcomes. Erickson (2000) believes that the values of the upper-level management represent organisational standards that influence almost all aspects of the work setting such as appropriate protocols for companies. These protocols include organisational standards of desired ends and preferred actions to attain these end points. For instance, employees’ safety may be one of the important objectives, and to achieve this end point, safety is emphasised. These values are actually references that indicate the rightness of certain beliefs and practices over others. These values are manifested in management’s actions and behaviours, reflected by what management does, pays attention to, ignores, measures, and controls. Therefore, management involvement in safety is the most important factor to achieve a satisfactory safety level by preventing accidents (Danielsson & Stubbs, 2000; Mohamed, 2003; Burgess, 2008; Bull, Riise, & Moen, 2002). Management involvement is important in achieving successful safety performance (Xiaoyong & Waendi, 2012; Chiocha, Smallwood & Emuze, 2011). One of the strongest barriers to effective management involvement in safety is the reluctance to accept safety as an important performance criterion (Bohle & Quinlan, 2000). Sawacha, Naoum and Fong (1999) mentioned that those variables that require management involvement such as safety policy, relationship with employees, safety representative, and talks about safety are all found to be linked to safety performance. Some studies agreed on the impact that management involvement has on the success of any safety performance scheme covered by the managers’ perceptions on safety performance.


Participative management incorporates a number of interrelated activities, the most critical being management involvement in work and safety activities as well as frequent, informal communication between management and employees. These interactions serve a number of useful functions that demonstrate managers’ safety concerns. These interactions serve as a frame of reference for employees to guide appropriate behaviours, and they foster closer ties between managers and employees. More recent evidence (O’Dea & Flin, 2001) suggests that not only management participation and involvement in safety activities but also the extent to which management encourages the involvement of employees is important. Moreover, management must be willing to devolve some decision-making power to the employees by allowing them to become actively involved in developing safety interventions and safety policies rather than simply playing the more passive role of recipients. As such, employees are more likely to take ownership and responsibility for safety.

Occupational injuries are still among the predicaments that exact a great toll on employees and their employers in Iran. The importance of the problem is well known in most developed countries; however, in developing countries, to which the target population group of this study belongs, less attention has been paid to this problem. Iran, as a developing country with a high capacity of resources, still needs strong safety values, effective safety management systems to guarantee a safe workplace, and increased safety for professional and skilled human resources to join the developed countries. Mohammadfam and Sadri (2006) found that to address the problem of occupational accidents, traditional accident investigation techniques, which were applied after an accident occurred, have been replaced with more preventive techniques. Furthermore, to achieve the stated objectives of alleviating occupational accidents, some strict new laws have been approved. Additionally, according to statistical documents (Mohammadfam & Sadri 2006), in recent years, the nature of accidents has changed. Companies are using new and modern technology, which reduced the frequency of accidents. However, some evidence (Ooshaksaraie, 2009) indicates that the consequences of accidents are more severe now. Most companies are still using traditional methods and outdated technologies. Thus, the frequency of accidents with permanent injuries is high. In the case of Iran, traditional methods and technologies are still in use, and the frequency of accidents is still high.

In general, most industrial companies in Iran comply with established occupational safety procedures and policies; however, the numbers of occupational injuries in industries have steadily increased in recent years. However, most accidents and incidents in Iranian industries are a direct result of not adhering to established safety procedures as well as of weak management involvement in safety, safe working conditions, and employees’ work safety attitudes and actions. Thus, the participation of all employees including managers and non-managers is vital in policymaking and in establishing and implementing a feedback system that drives continuous safety improvements in industrial companies to achieve a successful safety program. It must be mentioned that management involvement in safety plays an important role in reducing occupational accidents in the industry. The current situation of safety in the metal products industry shows that there is room for the management to improve safety through the implementation of safety procedures. To date, no studies have been conducted on management involvement in safety in the metal products industry in Iran (Guilan Province). Therefore, the main objective of this study was to evaluate management involvement in safety in this industry based on employees’ perceptions. Furthermore, this study analysed differences in management involvement in the metal products industry in Guilan Province, Iran, with regard to company size.

RESEARCH METHODS

A total of 14 companies in the metal products industry in Guilan Province in Iran participated in the questionnaire surveys. Of these 14, two companies had 10-49 employees (small-size companies), five companies had 50-99 employees (medium-size companies), and seven companies had 100 employees and more (large-size companies). According to the Ministry of Industry, Mine and Commerce (2004), companies with 10 employees and more are categorised into three distinguished groups: companies that have 10-49 employees (small companies), companies that have 50-99 employees (medium companies), and companies that have 100 employees and more (large companies). It must be mentioned that companies with fewer than 10 employees were not included in this study. The metal products industry was selected because of the high occupational injury rate amongst the industries in Iran (approximately 35 injuries per 1,000 workers). The population of the target group consisted of managers and non-managers. A random sampling method is used to define the target population. A total of 714 respondents from 14 companies participated in the survey, which yielded an overall response rate of 84.80%.

This study used a quantitative and descriptive methodology to collect and statistically analyse data. Data collection was concluded through questionnaire surveys, using a five-point Likert scale. The questionnaires were designed to capture respondents’ perceptions of management involvement in safety in the metal products industry in Iran (Guilan Province) through seven items. The questionnaire on management involvement in safety in this study was based on the development and initial validation of a safety culture survey of Wiegmann, Thaden, Mitchel, Sharma and Zhang (2003), a standard questionnaire that was modified for the purpose of this study. The questionnaire was aimed at evaluating management involvement in safety considering the following seven items; high priority of management involvement in safety issues, keeping track of minor and major safety problems, having a clear picture of the risks associated with work operations, assigning high priority to safety issues in meetings, stopping unsafe operations or activities by the management, keeping employees informed about any changes that may affect safety, and having good communications about safety. Cronbach’s alpha coefficient was used to test and determine the reliability of the survey instrument in this study.

The data collection for the quantitative method was based on the hypothesis regarding the differences in management involvement in safety in the metal products industry in Iran (Guilan Province) with regard to company size. Hence, to investigate differences in management involvement in safety in the metal products industry, a one-way ANOVA analysis was conducted. The total score of management involvement in safety in terms of employees’ perception was analysed and used to test the hypothesis of this study. A significance level of 0.1 (p-value) was used to establish the difference between the variables. The smaller p-value indicates higher estimation certainty and vice versa for a higher p-value.

Performance scores of items of management involvement in safety were calculated to evaluate the safety performance in terms of employees’ perspective. Performance scores of management involvement in safety were determined by calculating the mean of participants’ responses for each item. The mean score of management involvement in safety indicates respondents’ general opinion. A mean score below three indicates that respondents generally held a negative opinion about management involvement in safety in their companies. This score indicates that in the opinion of employees, management involvement in safety was not strong. In contrast, a mean score of management involvement in safety of three or higher indicated that respondents generally held a positive view of management involvement in safety in their companies. This score indicates that in the opinion of employees, management involvement in safety was strong.

RESULTS

The internal consistency reliability coefficients (Cronbach’s alpha) were computed for a standard questionnaire on management involvement in safety, which was modified for the purpose of this study. To compute Cronbach’s alpha, 30 completed questionnaire surveys from a pilot group were used. The questionnaire results indicated a reliability of 88% in Cronbach’s alpha; therefore, the instrument can be considered very reliable. Table 1 indicates that Cronbach’s alpha coefficient was 0.88 for the management involvement in the safety questionnaires.


In this study, management involvement in safety is analysed in terms of respondent’s perception by scoring each item.

Table 1

Cronbach’s alpha coefficients of the survey instrument



	Survey Instruments
	Items Number

	Samples Number

	Cronbach’s Alpha




	Management involvement in safety
	5

	30

	0.88





Table 2 shows the average scores of management involvement in safety based on company size. The results show that the mean of the average scores of management involvement in safety with regard to company size was 2.12 ± 0.76, 2.32 ± 0.72, and 2.66 ± 0.89 for small, medium, and large companies, respectively, compared to the possible maximum score of 5. Because the mean score of management involvement in safety was less than 3 for both cases, this result indicates that management involvement in safety issues was not strong for any company size. The overall result shows that the mean of the average scores of management involvement in safety was 2.53 ± 0.85 in the metal products industry compared to the possible maximum score of 5. A mean score of management involvement in safety of less than 3 indicates that management involvement in safety issues was not strong in the metal products industry in Guilan Province, Iran.

Table 2

Average score of management involvement in safety based on company size



	Company
	Management involvement in safety average score
	Lowest obtained

	Highest obtained

	Mean

	S.D.




	Size
	Small
	1.00

	4.40

	2.12

	0.76




	Medium
	1.30

	4.40

	2.32

	0.72




	Large
	1.00

	5.00

	2.66

	0.89




	Overall
	
	1.00

	5.00

	2.53

	0.85





The results in Table 3 provide details of respondents’ perspective regarding items of management involvement in safety based on company size. The results show that of the respondents from small, medium, and large companies, a majority of 80.60% (28.57% + 52.03%), 75.31% (18.67% + 56.64%), and 60.02% (19.51% + 40.51%), respectively, gave low ratings for items 1 to 7. Most respondents stated the following:



	Management involvement in safety issues has no high priority in their company.

	Their company does not keep track of minor and major safety problems.

	Management in their company does not have a clear view of the risks associated with work operations.

	Safety issues are not assigned high priority in meetings in their company.

	Management in their company does not stop unsafe operations or activities.

	Employees are not kept informed about any changes that may affect safety in their company.

	There are no good communications about safety in their company.



A minority of 40.04% of respondents in small, medium, and large companies (1.84% + 31.30% + 6.90%, respectively) gave high ratings for items 1 to 7. The overall result reveals that 65.34% (19.77% + 45.57%) of respondents in the metal products industry gave low ratings for items 1 to 7 compared to 34.67% (1.61% + 27.70% + 5.36%) who gave high ratings.

In this study, the results obtained are analysed for any differences in management involvement in safety in the metal products industry in Iran (Guilan Province) with respect to company size. The hypothesis is as follows: There are differences in management involvement in safety in the metal products industry in Iran (Guilan Province) with respect to company size.

Table 4 shows the result of a variance analysis for differences in management involvement in safety in the metal products industry with respect to company size. Because the Sig. (p-value) is less than 0.01, there is a significant difference in management involvement in safety in the metal products industry at a 99% confidence level.

Table 5 shows the results of a comparison of management involvement in safety in small, medium and large companies using the Duncan Post Hoc Test. This analysis shows that there is a difference in management involvement in safety between large companies compared to small and medium companies. However, there is no difference in management involvement in safety between small companies compared to medium companies. This result is in line with Kinner and Gray (2008), according to whom there are no differences among the means of each group and each member of either group is different from a member of the other group. Furthermore, the result shows that large companies had the strongest management involvement in safety, while small companies had the weakest management involvement in safety in the metal products industry in Iran (Guilan Province).


Table 3

Percentage of management involvement in safety items based on company size

[image: art]

Average: Average percentage of management involvement in safety for 7 items by scale

DISCUSSION

The findings of this study indicate that from the perspective of the respondents, management involvement in safety issues was not strong and needs to be improved to continuously improve safety in the metal products industry in Guilan Province, Iran. Most respondents felt that to strengthen management involvement in safety in the metal products industry, the following aspects must be considered: a high priority of management involvement in safety issues, keeping track of minor and major safety problems, having a clear picture of the risks associated with work operations, assigning high priority to safety issues in meetings, stopping unsafe operations or activities by the management, keeping employees informed about any changes that may affect safety, and having good communications about safety. It must be mentioned that the findings of this study are not in line with a study by Wiegmann et al. (2003) that reported a mean value of 5.19 (using a seven-point Likert scale) for management involvement in safety within the commercial aviation industry in the United States. Furthermore, the finding of this study is not in line with a study by Pyoos (2008) that reported a mean value of 3.62 (using a five-point Likert scale) for management involvement in safety within a South African thermal coal mining operation. Furthermore, the finding of this study is in disagreement with a study by Ojo (2010) in which a majority of the respondents (almost 95%) agreed that the level of management involvement is good within the Seychelles Construction Industry in Nigeria. Because the safety culture in the target population group is still in its infancy in the Guilan Province region, some respondents agree that management seeks to be involved in safety; most of respondents (the lower-scoring items) suggested that the communication necessary to make that involvement effective might not be in place. The expected results for the management involvement items also indicated that an effective two-way communication between employees and managers may not be feasible.

The findings of this study show that there are significant differences in management involvement in safety in the metal products industry with respect to company size. The comparison results show that large and small companies, respectively, had the strongest and weakest management involvement in safety in the metal products industry in Iran (Guilan Province). The company size does have an influence on how top management translates its commitment to safety into practice, and this impact can be quite favourable in work settings. The company size will significantly influence management involvement in safety issues. In addition, the company size will significantly influence the amount of top managers’ direct contact with their employees, especially the workers. On the one hand, in a small company, the owner might actually be a fellow worker, perhaps functioning as a controller. The owner will establish the project’s safety culture. If safety is no major concern for the owner, the workers will quickly understand this fact. If safety is of vital importance, the workers will also realise this fact. The owner will be in a position to directly translate his/her personal philosophy into practice. In contrast, in a large-size company, top management involvement occurs in a quite different situation. Therefore, because of structural formalisations, the top management has a high impact on the establishment of each project’s safety culture. The top management constantly sends messages to the field; some of these messages are formal communications, whereas other messages may merely be subtle hints. If the commitment is strong enough, the field personnel will have no doubts about the top management’s safety stance.


CONCLUSION

High management involvement in safety issues is recommended to improve safety in all Iranian industries. Among these industries, the metal products industry is a pioneer in consistently advancing national standards to improve safety capabilities in the workplace. Identifying the need to improve safety in this industry will lead managers to be effectively involved in safety issues. Because safety in industrial operations is related to employees’ safety, managers must try to change employees’ safety behaviours through increased involvement in safety issues. While industrial safety is improving, it is still far from best practices, and many Iranians are being injured and killed every year at work.

The statistical analyses showed the evaluation of management involvement in safety issues in the metal products industry in the target population group. The findings showed that from employees’ perspective, management involvement in safety issues was not strong in the metal products industry in Iran (Guilan Province). Furthermore, most respondents gave low ratings on all items of management involvement in safety issues in the questionnaire. This result indicates that in the opinion of employees, effective management involvement in safety issues requires the following: management involvement in safety issues should have a high priority; the company should keep track of minor and major safety problems; management should have a clear view of the risks associated with work operations; safety issues should be assigned high priority in meetings; management should stop unsafe operations or activities; employees should be kept informed about any changes that may affect the safety in their company; and the company should have good communications about safety.

The comparison of management involvement in safety issues in the metal products industry revealed differences between small, medium, and large companies. The results showed that large companies had the strongest management involvement in safety, whereas small companies had the weakest management involvement in safety in the metal products industry in Iran (Guilan Province). This result indicates that managers in large companies pay more attention to items related to management involvement in safety issues.

As any academic study, this study has some limitations. The first limitation is related to the field of study and the target population group. Industrial safety management focusing on safety and related areas in Iran is a new research topic. Therefore, evidence and documentations on safety and related areas to refer to and cite are very limited. The second limitation is that cultural dimension factors, which are a new topic of study in Iran, are important components influencing industrial safety. Hence, there is only little documentation available on safety in the manufacturing industries in Iran.


This study investigated differences in management involvement in safety in the metal products industry in Guilan Province, Iran, with regard to company size. However, to better understand the factors affecting companies’ safety, it is suggested that future studies emphasise other specific components of safety values such as management involvement and safety performance in the industry or the potential impact of reporting systems or a safety climate on safety performance.
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ABSTRACT

This study aims to determine the factors that influence the perceptions of university students towards Internet recruitment. Data were collected from 250 university students from five universities through self-reported questionnaires that were e-mailed to them. The results indicate that factors such as user friendliness, information provision, and website usability are significantly related to the perceptions of university students towards Internet recruitment. Amongst the three factors, information provision appears to be the strongest predictor. It can be concluded that Internet recruitment will continue to gain prominence, and employers must pay considerable attention to their online recruitment information, appearance, features, and functions if they wish to attract the right job candidates.

Keywords: Internet recruitment, perception, user friendliness, information provision, website usability, university students

INTRODUCTION

Many organisations have witnessed the transformation of conventional recruitment methods to online recruitment, particularly since the mid-1990s (Joyce, 2002). The shift was made possible by the advancement of Internet technologies and the advantages generated by Internet recruitment. Over 40,000 jobs were reported to have been posted on the Internet and other online tools such as job boards, company websites, and niche sites (Internet Recruiting Report, 2006). Approximately 24.7% of job seekers found their jobs through the Internet in 2005 (Crispin & Mahler, 2006). In fact, it was reported that more than 4 million people are using the Internet to job search on a daily basis (Dessler, 2008). A recent international survey shows that 41% of job seekers went online to search for jobs (The Star Online, 2012), and the Kelly Global Workforce Survey (2011) found that 32% of respondents secured their most recent positions through online postings. The conclusion of Pin, Laorden and Diez (2001) that Internet recruitment has become a trend that has led to the emergence of a new market in which there is an unparalleled level of interaction between potential employers and employees therefore comes as no surprise.

Schreyer and McCarter (1998) define Internet recruitment as “the recruitment process, including placing job advertisements, receiving resumes, and building human resource databases with candidates and incumbents” (as cited in Mohamed Othman & Musa, 2007, p. 36). Lievens and Harris (2003) identify five approaches to Internet recruitment, including company websites, job boards, e-recruiting, relationship recruiting, and surreptitious approaches.

Singh and Finn (2003) assert that Internet recruitment provides many advantages to recruiters and job seekers. For recruiters, the use of the Internet enables firms to enhance their growth in their ability to attract the right quality (in terms of appropriate levels of knowledge, attitude, skills and aptitudes) and quantity of human resources at any given time. The characteristics that are inherent to the Internet allow employers to contact candidates 24 hours a day, 7 days a week, and 365 days a year (Internet Recruiting Report, 2006). As Gummeson (1991) notes, having the right person at the right time and the right place is crucial for any organisation. The use of Internet recruitment has enabled organisations to reach appropriate job seekers in wider geographical locations at any time. Furthermore, the Internet permits firms to recruit the right candidates at a much lower cost (Galanaki, 2002). For instance, a study by the Society for Human Resource Management (SHRM) reported that the average cost per hire from Internet recruitment methods was $377 in comparison to the average cost per hire of $3,295 from recruitment through a major metropolitan newspaper (Internet Recruiting Statistics, 2007). In the case of job seekers, the Internet allows them to search for jobs either nationally or even internationally, regardless of time zone and location (Bartram, 2000), without having to spend a single cent. Job seekers can look for jobs, gather company information, and contact potential employers in order to match themselves with jobs.

Because of these advantages, many companies have turned to the Internet as a potential recruitment channel to reach a diverse pool of applicants (Feldman & Klaas, 2002; Jansen & Jansen, 2006; Mohamed Othman & Musa, 2007). The situation is no different in Malaysia, where Internet recruitment is widely employed. Jobstreet.com, a job portal founded in 1997 in Malaysia, is now the largest online employment company in Southeast Asia. As of May 2011, the company had more than 80,000 corporate customers and over 8 million job seekers (Jobstreet.com, 2011). Candidates can search for job vacancies through the portal and apply to various jobs by sending their resumes, which are stored on the web portal, to prospective employers online (Sylva & Mol, 2009). Other popular job portals in Malaysia include JobsDB.com, JenJobs.com, and StarJobs Online, to name a few. Joining the bandwagon is JobsMalaysia, an online job recruitment portal created by the Malaysian Ministry of Human Resources. Formerly known as the Job Clearing System (JCS) under the Electronic Labour Interchange (ELX), employers who use JobsMalaysia can post job vacancies free of charge (Mohamed Othman & Musa, 2007). Likewise, job seekers can search for jobs through JobsMalaysia without having to pay a fee. All of these services complement the initiatives taken by many companies to post vacancies on their respective websites.

This study aims to identify the factors that influence the perceptions of university students towards Internet recruitment in Malaysia. Specifically, three factors are considered: user friendliness, information provision, and website usability. Although these factors have been investigated in different economies, similar research in a quickly developing country such as Malaysia remains scarce. A cursory look at the available studies in Malaysia reveals that the surveyed factors include website usability (e.g., Musa, Junaini, & Bujang, 2006), the benefits and limitations of Internet recruitment (e.g., Mohamed Othman & Musa, 2007), and the adoption of Internet recruitment technology (e.g., Tong, 2009). Factors such as user friendliness and information provision have received little attention. Furthermore, none of the previous studies have focused on the perceptions of undergraduate students. Because undergraduates are believed to be the group most likely to be affected by the technology that encompasses Internet recruitment, a survey of this nature could serve to narrow this gap, thus contributing to the extension of current knowledge.

Furthermore, this topic warrants continuous research attention because the use of Internet recruitment is posited to increase in the coming years. Branine (2008, p. 498) asserts that “most of the employers today have realised that the best graduate recruitment and selection means a better future for the company”. The increase in Internet sophistication has resulted in different approaches to online recruitment by employers due to the realisation that the availability of specific resources or services attributes will affect the decision of applicants to use Internet recruitment as well as companies’ abilities to attract and sustain returning applicants (Koong, 2002; Grönross, 2007). Job seekers, particularly university graduates, who are tend to be technology-savvy, are continuously exposed to new trends and methods of Internet recruitment. Consequently, their perception would be different now, and this component would not have been captured in prior studies. Internet recruitment services are therefore challenged to continuously analyse and incorporate the needs of their applicants into their information system designs so that desirable services can be offered. Practical implications are derived in terms of providing organisations that use Internet recruitment with a useful guide on the importance of the constant assessment of the appearance, features, and functions of their websites in order to attract a diverse pool of high quality candidates at the right time.


The remainder of the paper is organised as follows. The next section reviews the literature relevant to the research, followed by a discussion of the employed methods. The results and their implications are then presented and discussed, and the paper concludes with recommendations.

LITERATURE REVIEW

Perception towards Internet Recruitment

Hill and McShane (2008) define perception as “the process of attending to, interpreting, and organising information” (p. 436). Perception involves three characteristics: (1) awareness of the object being perceived; (2) belief in the existence of the perceived object; and (3) the immediate acceptance of the perceived object (Shockley, 2007). In other words, the perception of a person is influenced and shaped by his or her mental models, which are the product of his or her prior knowledge and experiences (Gregory, 1970). These mental models guide the organisation and interpretation of sensory information through awareness and understanding of the environment. However, perceptions could vary amongst individuals based on their preferences and reactions when exposed to the same reality.

In the context of the current study, the perception of Internet recruitment has been operationalised in four ways in light of its characteristics. First, Internet recruitment allows any prospective candidate to obtain a satisfying view of his or her future career possibilities. Access to past and current job openings allows university students to determine how their current academic pursuits match the different jobs that they could possibly undertake in the future. They are able to identify a range of jobs that they could perform by mapping their skills, knowledge, and abilities against the different job descriptions advertised on the Internet, which therefore allows them to grasp the breadth of available job opportunities. Second, Internet recruitment could potentially prompt university students to be more aware of their future career opportunities. This outcome can be achieved by observing the frequency of openings, types and nature of jobs, locations and promotion opportunities.

Third and most importantly, Internet recruitment is perceived to have the ability to provide candidates with career information that could lead to better career decisions. The literature suggests that the impressions of a company that are formed during the pre-application information gathering stage could strongly affect the perceptions of job seekers towards the company and thus their intention to apply for jobs through its online recruitment system (Birgelen, Wetzels, & Dolen, 2008; Lievens & Harris, 2003). This phenomenon is aligned with the subjective factor theory, which states that the decision of an individual to select a potential employer is largely dependent upon his or her personality and corporate image (Behling, Labovitz, & Kosmo, 1968). Accordingly, the effectiveness of online recruitment is contingent on the attractiveness of organisational recruitment websites (Braddy, Meade, & Kroustalis, 2008; Dineen, Ash, & Noe, 2002). Many websites contain very specific corporate information, which was not possible before the Internet age. Hyperlinks and the inclusion of a commentary page all provide useful and value-added information about the job and company. Furthermore, many job portals also provide value-added services such as tips and “do’s and don’ts” when applying for a job. It is believed that the Internet will continue to provide candidates with more useful career information than any other resource, thus aiding them in making better career decisions. This is the fourth characteristic perceived to relate to Internet recruitment.

These four characteristics represent the perception of job seekers toward Internet recruitment. However, such perception is influenced by several factors which determine the decision of job seekers to use Internet recruitment (Lievens & Harris, 2003). In this regard, many researchers have argued that user friendliness, information provision, and website usability are amongst the most prevalent factors influencing perceptions of Internet recruitment in terms of applicant satisfaction and intention to use Internet recruitment (Cober, Brown, Levy, Cober, & Keeping, 2003; Derous, Born, & Witte, 2004; Sylva & Mol, 2009). These factors are elaborated in the following sections.

Factors Influencing Perceptions towards Internet Recruitment

User friendliness

User friendliness is the degree to which a system is easy to use such that less effort is required by users, thereby increasing the likelihood of usage (Tong, 2009). Many studies have found that user friendliness is one of the major determinants of applicant satisfaction and usage of Internet recruitment (Birgelen et al., 2008; Sinar, Reynolds, & Paquet, 2003; Sylva & Mol, 2009). A user friendly recruitment website contains several characteristics. First, minimal effort is required to search for information of interest. Second, desired career information can be obtained quickly and easily, leading to savings in time and effort (Childers, Carr, Peck, & Carson, 2001). Third, the website contains easy to follow search paths that will not confuse people when they search for jobs. Fourth, the website is easy to use and is not complicated (Tong, 2009). Observing the benefits of a highly user friendly Internet recruitment, such as attracting a large pool of applicants and reducing recruiting-related costs, many organisations are currently using e-Recruitment Web 2.0 applications (e.g., social networks, podcasts, blogs, online videos, etc.). These organisations believe that this approach can help them reach the target candidates for the communication and sharing of information on job offers, marketing their corporate image on web, and fulfilling the expectations of the organisations’ web users (Pillai & Dhobale, 2012).

Information provision

Information provision refers to the degree to which job seekers actively seek organisational and job-related information through company websites (Sylva & Mol, 2009). The occupational information that may be made available in the careers section of a corporate website includes specific job openings, salary information, interview processes, featured career articles, effective resume writing advice, self-assessments, and possibly instructions for job seekers who are currently involved in the recruitment process (Rosencrantz, 1999). This information is in addition to general company information, such as introductory (history, organisational structure) and service information for communicating and delivering excellent service (e.g., contacts, service centre addresses), which may enhance the trust of job seekers towards the company (Chou, Teng, & Lo, 2009). Much of this information cannot be provided by newspaper advertisements (Tong, 2009). Consequently, prior studies have found a positive relationship between information provision and perceptions of Internet recruitment (Birgelen et al., 2008; Cappelli, 2001; Cober, Brown, Blumental, Doverspike, & Levy, 2000; Derous et al., 2004; Fountain, 2005; Highhouse & Hoffman, 2001; Lievens, Dam, & Anderson, 2002; Sylva & Mol, 2009; Turban & Dougherty, 1992; Williamson, Lepak, & King, 2003).

The important characteristics of information provision that affect the perception of an individual towards Internet recruitment include the provision of correct, truthful, and timely career information (Birgelen et al., 2008; Williamson et al., 2003; Sylva & Mol., 2009). Such provisions are important because corporate websites not only provide candidates with the opportunity to learn about the institutions, including information about their corporate values and benefits (Lievens et al., 2002), but also to assess the presented information. More importantly, the career section must provide job seekers with relevant and applicable information at the right time that fulfils their needs (Birgelen et al., 2008). This feature is important because job seekers rely on the job information that is made available to them when applying for a job (Fountain, 2005). When a system does not meet the needs of a user and the information is unlikely to be used, it is very likely that users will have a negative perception of that particular website (Culnan, 1984).


Website usability

Usability is defined as the extent to which a product can be used by specific users to effectively, efficiently and satisfactorily achieve goals in a specified context of use (Musa et al., 2006). Therefore, website usability refers to the perception of job seekers that a corporate website offers an efficient and effective way to search for job opportunities (Karat, 1997). Usability is a quality attribute that assesses how easy user interfaces are to use (Flavian, Guinaliu, & Gurrea, 2006).

Many studies have found that user perceptions of usability are influenced by the characteristics of a website (Agarwal, Sambamurthy, & Stair, 2000; Birgelen et al., 2008; Braddy et al., 2008; Braddy, Thompson, Wuensch, & Grossnickle, 2003; Cober et al., 2000; Flavian et al., 2006; Musa et al., 2006; Tidwell & Walther, 2002; Thompson, Braddy, & Wuensch, 2008; Tullis & Stetson, 2004; Venkatesh, 2000). Web usability attributes include the effective completion of an online application during Internet recruitment, a pleasant interface and layout that include attractive text, colour, image, and photo usage, the availability of the functions and capabilities expected by job seekers in navigating the website, and the integration of various functions into the recruitment website. In fact, Cober et al. (2003) found that perceived navigational usability affects the intention of undergraduate students to use Internet recruitment. However, many Malaysian Internet recruitment websites were found to have low and poor usability (Bartram, 2000; Musa et al., 2006). Williamson et al. (2003) indicate that viewer perceptions of website usability will indirectly affect their interests on an organisation. At worst, poor usability could cause applicants to have negative overall perceptions towards Internet recruitment (Gibson & Swift, 2011; Williamson et al., 2003).

Research Framework

A research framework is constructed as shown in Figure 1. The figure shows the relationships between the independent variables (user friendliness, information provision, and website usability), and the dependent variable (perception of university students towards Internet recruitment). In line with the research framework and the a priori relationships established by studies, the following hypotheses are constructed to be tested in this study:



	H1:
	There is a positive relationship between user friendliness and the perception of university students towards Internet recruitment.



	H2:

	There is a positive relationship between information provision and the perception of university students towards Internet recruitment.




	H3:

	There is a positive relationship between website usability and the perception of university students towards Internet recruitment.
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Figure 1. Research framework



METHODOLOGY

Sampling Method

A combination of stratified random, convenience, and snowball sampling methods were employed in this study because this approach allows for precise, detailed information and represents an inexpensive way to gather data. First, the respondents were stratified based on their universities before a convenient selection was made. A total of 300 questionnaires were e-mailed to university students from five universities located in the northern, western, and southern regions of Malaysia. The different locations were selected to ensure the representativeness of the study’s population. In addition, the students were also asked to disseminate the questionnaire to their friends. The duration of the survey was 1 month, in which 280 students responded to the survey. However, only 250 completed questionnaires were usable for further analysis. The t-test results indicate no significant difference between early and late replies.

Survey Instruments

The items in the questionnaire were modified from the studies of Birgelen et al. (2008), with regard to three variables (perception towards Internet recruitment, user friendliness, and information provision), and Tullis and Stetson (2004), on website usability. Responses to the 18 questions on all of the variables (see Table 2 for details) were measured on a six-point Likert scale, ranging from 1 = Strongly Disagree to 6 = Strongly Agree. In addition, seven questions were included to collect demographic information from the respondents (see Table 1 for details).


Assessing Face Validity and Reliability

To achieve content validity, the instrument was piloted with 30 university students on a random basis. Consequently, minor adjustments were made to the questionnaire before it was disseminated. In terms of reliability, Hair, Anderson, Tatham and Black (1998) suggest that the minimum Cronbach’s alpha value should be 0.60. All of the variables in this study exceeded the indicated minimum value and are therefore deemed to be reliable (see Table 2 for details).

Demographic Profiles of the Respondents

Table 1 shows that female students comprise the majority of the surveyed respondents, with Malaysian Chinese students dominating the responses compared to other ethnic groups. The majority of the students are 24 years old and younger. This phenomenon corresponds with the average age of university students. Amongst the universities, the highest number of respondents comes from Multimedia University (MMU). Many of the students indicated that they had used Internet recruitment, although a significant percentage had not used it before. The majority of respondents had not used Internet recruitment. This finding is not surprising given the fact that students in their first and second years at the university were also sampled. These students are obviously not ready to search for jobs; hence, there is no need for them to use Internet recruitment at this particular point in time. However, these students were also asked this question to gauge whether they were familiar with online recruitment portals, and the answer is that they are aware of the existence of such portals, although they have not used them before. Merikle, Smilek and Eastwood (2001, pp. 116 & 132) state that “stimulus information can be perceived even when there is no awareness of perceiving”, and that “considerable stimulus information is perceived under conditions that do not lead to the subjective conscious experiences normally associated with perceiving.” Accordingly, the validity of the responses collected for the study is justified.

Means and Standard Deviations of Independent and Dependent Variables Scores

Table 2 presents the means and standard deviations for all the variable scores. User friendliness achieved the highest overall mean score (i.e., 4.3392), followed by information provision and website usability. With the lowest overall mean approximating 4.00, it can be concluded that the respondents perceive all these factors positively. Perception of university students towards Internet recruitment obtained a mean score of 4.34, indicating that the respondents have positive perceptions of Internet recruitment. However, the standard deviations for many of the items are above 1.0, implying inconsistencies in the answers given by the respondents.

Table 1

Demographic profile of respondents



	
	Variables

	Frequency

	Percent (%)




	Sex

	Male
	112

	44.8




	Female
	138

	55.2




	Ethnicity

	Malay
	39

	15.6




	Chinese
	170

	68




	Indian
	39

	15.6




	Others
	2

	0.8




	Age

	19 and below
	19

	7.6




	20-21
	117

	46.8




	22-23
	106

	42.4




	24 and above
	8

	3.2




	University

	Universiti Malaya (UM)
	26

	10.4




	Universiti Utara Malaysia (UUM)
	46

	18.4




	Universiti Putra Malaysia (UPM)
	26

	10.4




	Universiti Sains Malaysia (USM)
	34

	13.6




	Multimedia University (MMU)
	118

	47.2




	Year of study

	First year
	25

	10




	Second year
	123

	49.2




	Third year
	91

	36.4




	Fourth year
	11

	4.4




	Usage history

	Yes
	136

	54.4




	No
	114

	45.6




	None
	124

	49.6




	Frequency of use

	Once per month
	75

	30




	2–3 times per month
	17

	6.8




	4–5 times per month
	21

	8.4




	
	6 times and above
	13

	5.2






Table 2

Reliability analysis, means and standard deviations of scores



	Items

	Mean

	S.D.

	Cronbach’s alpha




	Perception of university students
	4.34

	0.99

	0.632




	1.  
	Using Internet recruitment, I obtained a satisfying view of career opportunities.
	4.29

	1.01

	



	2.  
	The use of Internet recruitment has made me more aware of future career opportunities.
	4.41

	0.95

	



	3.  
	Using Internet recruitment provides me with career information that will lead to better career decisions.
	4.36

	0.91

	



	4.  
	I am more likely to find career information using Internet recruitment than through other sources of information.
	4.30

	1.09

	



	User friendliness

	4.34

	1.15

	0.806




	1.  
	The corporate website is user friendly.
	4.38

	0.95

	



	2.  
	I can find the information of interest to me with minimal effort.
	4.34

	0.99

	



	3.  
	I can quickly and easily obtain the career information I need.
	4.34

	1.06

	



	4.  
	The career section provides easy to follow search paths.
	4.39

	1.72

	



	5.  
	The corporate website is easy to use.
	4.25

	1.01

	



	Information provision

	4.25

	0.98

	0.801




	1.
	The career information provided seems truthful to me.
	4.38

	1.06

	



	2.
	The career information provided seems to be correct.
	4.39

	1.05

	



	3.
	The website provides the most current career information for the organisation.
	4.04

	1.02

	



	4.
	Visiting the career section provides me with relevant information.
	4.24

	0.87

	



	5.
	The information provided in the career section applies to me.
	4.19

	0.92

	



	Website usability

	3.94

	1.00

	0.660




	1.
	I can effectively complete my application using Internet recruitment.
	4.13

	1.08

	



	2.
	The interface of the website is pleasant.
	4.06

	0.95

	



	3.
	The website has all the functions and capabilities I expect it to have.
	3.77

	1.02

	



	4.
	I found the various functions in the recruitment website to be well integrated.
	3.80

	0.94

	




RESULTS AND ANALYSIS

Table 3 presents the Pearson correlation coefficient results, and Table 4 presents the multiple regression results between the independent and dependent variables. All of the variables are significantly positively correlated with the perceptions of university students with regard to Internet recruitment. Table 4 shows that the Variation Inflation Factor (VIF) values for all the variables are less than 10; multicollinearity is therefore not an issue. With an R-square value of 53.6%, all of the variables are significantly associated with the perception of university students towards Internet recruitment. Consequently, all three hypotheses (H1, H2 and H3) are accepted. Amongst the independent variables, information provision is the strongest predictor in terms of the perceptions of university students towards Internet recruitment.

Table 3

Results of Pearson correlation analysis between the independent and dependent variables



	Variables

	R




	User friendliness
	0.648**




	Information provision
	0.640**




	Website usability
	0.528**





** Correlation is significant at the 0.01 level (1-tailed)


Table 4

Results of multiple linear regression coefficients between the independent and dependent variables

[image: art]

R = 0.732; R2 = 0.536; F = 94.723; Sig. = 0.000

DISCUSSION AND IMPLICATIONS

The overall mean perception of university students towards Internet recruitment is higher than the mid-point, suggesting that respondents across different levels of study agreed that Internet recruitment services are very useful for them, which they view as positive. The findings appear to support the earlier argument that Internet recruitment is gaining prevalence even amongst university students in a developing country such as Malaysia. Many students are aware of Internet recruitment, although they have not yet utilised it. This phenomenon might explain why JobStreet.com, in addition to other job portals, remains a popular means for employers and job seekers to search for talent and employment, respectively.

Regarding the independent variables, all three variables (user friendliness, information provision, and website usability) were found to be significantly associated with the perception of university students towards Internet recruitment, with high R-square values. This finding is consistent with the mean scores for the three variables, all of which are above the mid-point on a six-point scale. Amongst the three variables, user friendliness had the highest mean score, followed by information provision and website usability. These findings are not unexpected because students and any other job or information seekers would prefer job portals to be user friendly, to provide them with necessary information, and to be easy to navigate. However, judging from the obtained mean scores, improvements are still warranted.

Corroborating prior studies, the user-friendliness of recruitment websites appears to be one of the significant factors influencing the perception of university students towards Internet recruitment (Cober et al., 2003; Williamson et al., 2003). In fact, this component is found to score the highest mean amongst all the variables. Sylva and Mol (2009) found that user friendliness is a significant factor predicting the satisfaction of applicants. The more user friendly a webpage is, the more job seekers would be willing to return to that particular webpage. As with any other online job applicants, students are technology-savvy and prefer a system that is easy to use and that allows them to obtain information about specific vacancies and complete applications with the least effort and time (Childers et al., 2001). Resumes can be sent online or stored in job portals so that applicants do not need to reproduce their vitaes every time they apply for a job. In fact, many job portals have embedded this feature. Organisations or government agencies that post their vacancies online should take this issue into consideration if they wish to increase the usability of their job portals and, more importantly, attract high quality human resources to their online job areas. The growth of information technology has allowed interactive features to be incorporated into job portals. By embedding interactive features, organisations can provide their job applicants with a realistic job preview to guarantee applicant-organisation and applicant-job fit. This approach will eventually lead to the employment of the right human resources.

Similarly, the provision of information has been found to be significantly associated with the perception of university students towards Internet recruitment. In fact, information provision has been found to be the strongest predictor in this study, with a reasonably high r-value. Derous et al. (2004) suggest that information provision is an important factor for the career aspirations of any applicant. It is not surprising that the perception of job seekers is affected by the information provided by the organisation. It is therefore paramount for organisations to provide appropriate background information on their websites to allow job seekers, including final year students or graduates, to learn more about the organisations (Lievens et al., 2002). The information should include vision, mission, corporate values, benefits and other important information concerning the background of the corporation (Fountain, 2005). In addition, it is equally important for firms to provide truthful job descriptions and specifications that are as realistic as possible on the career section of their websites so that students will have a clear understanding of what the jobs would require from them (Rosencrantz, 1999). This approach is meant to ensure a fit between the interests of the organisation and those of the job seeking individuals (Dineen et al., 2002). A feedback feature may also be useful in providing more information to prospective candidates. Furthermore, this feature allows questions from students to be responded to, as well as for students to share information with one another. Organisations are increasingly linking their sites to social networks through the use of Web 2.0 applications. However, this approach should be used with care because negative information may raise negative perceptions among job seekers, which could tarnish the reputation of the company.


The third variable, website usability, has also been found to significantly influence the perception of university students towards Internet recruitment. This finding is not surprising because Musa et al. (2006) discovered that many Malaysian e-recruitment websites suffer from usability problems. Braddy et al. (2003) suggest that job seekers are more willing to apply for jobs on websites that are easy to navigate. In fact, the more usable a website is, the more potential job seekers will return to that particular website (Musa et al., 2006). This phenomenon indicates that the web appeal of an organisation is an important determinant that influences perceptions of an organisation (Thompson et al., 2008), as well as satisfaction with and, therefore, continuous use of the corporate website (Flavian et al., 2006; Lohse & Spiller, 1999). The findings suggest that, in addition to allowing an application to be completed online, the use of attractive images and colours will increase the attractiveness of a corporate website. Specifically, Zusman and Landis (2002) recommend that high-quality organisational webpages should include attractive, exciting, bulleted or concise text, as well as pictures, colours, and a tool bar to enable easy navigation. Students are more likely to be attracted to a rich presentation of information, and corporate websites must therefore ensure that these features are available in an integrated fashion to project a positive image and to attract graduates to apply for jobs in these companies.

CONCLUSION AND SUGGESTIONS FOR FUTURE RESEARCH

This study has achieved its objectives of identifying the factors that influence the perceptions of university students towards Internet recruitment. It has contributed to the rich literature concerning this area of study, particularly in Malaysia. Managerially, the findings increase the understanding of employers of the factors that affect the perceptions of university students towards Internet recruitment, particularly corporations that use online recruitment. The study also guides job portals that are established by private companies or governments in terms of understanding the preferences of job seekers, particularly the surveyed university students in question.

Today’s employers cannot afford not to adopt Internet recruitment given that new generations, particularly university students, have positive attitudes towards this recruitment method (Parry & Wilson, 2008). Furthermore, many job seekers today are seeking employment through the Internet, and many firms advertise their openings on their portals; therefore, employers have no alternative but to follow this practice if they want to recruit high quality human resources (Pin et al., 2001), including recent graduates for management trainee positions. Accordingly, organisations and government agencies should consider the important predictors of this study, i.e. user friendliness, information provision, and website usability. It is hoped that the recommendations made in this study will shed some light on how employers can improve the effectiveness of their Internet recruitment efforts. Briefly, job sites must be user-friendly, and website designers must therefore consider all the attributes that meet the expectations of young job seekers when designing a website’s interface (Birgelen et al., 2008). Internet recruitment companies and government agencies with job portals must consistently evaluate the user-friendliness and usability of their websites and make changes to their appearance as and when necessary. More importantly, pertinent information that communicates the background, values, and benefits of the company is also imperative in fostering a positive perception of the company. The provided information must be accurate, and openings should be promptly removed after positions have been filled.

Due to some limitations, the findings of this study should be interpreted with care. First, this study only considers e-mailed questionnaires as the sole method of data collection. More insights can be generated if this method is supplemented by other data collection methods, such as interviews, to determine which variables require further in-depth investigation. The respondents were sampled based on a combination of probability and non-probability sampling methods, i.e., convenience and network basis, which exposes the findings to a greater degree of bias; there is no way to assess the precision and reliability of the obtained data. Future studies should employ probability sampling methods to arrive at more precise and reliable findings. This study only purports to investigate three independent variables. Although the R-squared values are high, future studies should include other variables, such as the confidentiality of personal information or privacy risks (Tong, 2009), hiring decisions (Sylva & Mol, 2009) and the reputation of the company (Mohamed Othman & Musa, 2007). This approach would enable the findings to be generalised to a larger population. The number of respondents and the targeted institutions are also related to the issue of generalisability. A larger and more balanced sample is warranted in future studies. It is possible that a collaborative study with any of the job portals may yield more interesting findings.
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