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ABSTRACT

Based on the most recent available data, ChatGPT has amassed a substantial user base of approximately
180.5 million since its public release in November 2022. This widespread adoption has prompted concerns
among educators regarding its seamless integration into teaching and learning processes. The capacity of
ChatGPT to rapidly generate highly pertinent content has generated significant interest and discussions in
the educational sphere especially at a higher level. Although a substantial body of research exists in this field,
there is a notable gap in the literature regarding comprehensive review articles focusing on specific subtopics,
such as the application of ChatGPT and its impact on higher-level teaching, learning and research. To
date, no thorough examination has been conducted to synthesise and critically analyse the existing studies
in this particular domain. To address this, we conducted a systematic review of research articles following
the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines, utilising

databases such as Scopus, IEEE Xplore and ScienceDirect. Among the 106 initialltv) identified studies, only
25 articles met our inclusion criteria. The results presented shed light on how ChatGPT can prove effective in

teaching, learning and research. The review also brought to light a lot of issues, such as plagiarism, manipulation,
cheating and ChatGPT’s trustworthiness. Our findings also underscore the limitations in the use of ChatGPT

and emphasise the ethical considerations involved. Furthermore, this review illuminates potential avenues
for future studies and also presents a critical assessment, paving the way for improvements in the field.
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INTRODUCTION

The 21st century has experienced a rapid transformation in educational methodologies,
primarily propelled by technological advancements, particularly in artificial intelligence
(AI) (Petersen, 2021). A more innovative and sophisticated method of creating digital
content has given birth to advancements in machine learning, including generative Al, in
recent times (Hu, 2022). The Generative Pre-Trained Transformer (GPT') and Generative
Adversarial Network (GAN) are two of the most significant generative Al systems (GPT)
(Hu, 2022; Jovanovic & Campbell, 2022; Abukmeil et al., 2021; Brown et al., 2020). The
GPT uses models of natural language to devour and generate text in a variety of dialects.
These models serve as creative writers who can write anything from a paragraph to a full
research study on almost any topic. GPT models can even interact with participants just
like conversations, like chatbots used for video games or customer service characters (Aydin
& Karaarslan, 2022; Korngiebel & Mooney, 2021; Jovanovic & Campbell, 2022; Pavlik,
2023). In our exploration of ChatGPT, we initiated the process by providing prompts to
the ChatGPT 3.5 model (https://chat.openai.com/). The ensuing responses are detailed as

follows for a comprehensive understanding.

We commenced by inquiring about ChatGPT’s self-description. The initial prompt posed
was, “What is ChatGPT?”The following response was generated by ChatGPT.

“ChatGPT is a language model developed by Open Al specifically part
of the GPT (Generative Pre-trained Transformer) family. It is designed
for natural language understanding and generation, making it well-
suited for various conversational applications. GPT models are pre-
trained on large datasets containing parts of the Internet to learn the
patterns and structures of language. The “Chat” in ChatGPT indicates
its focus on generating coherent and contextually relevant responses in
a conversational style. It can be used for a wide range of tasks, including
answering questions, engaging in dialogue, providing information, and
more.GPT-3.5, the architecture upon which ChatGPT is based, has 175
billion parameters, making it one of the most powerful language models
as of my last knowledge update in January 2022. The large number of
parameters allows it to capture complex language patterns and generate
diverse and contextually appropriate responses. Users can interact with
ChatGPT through an API provided by Open Al or through various
platforms and applications that integrate the model for conversational
purposes”.

(OpenAl, 2024)

Subsequently, we posed the question “How does it work?” as a follow-up, deliberately
opting for a more conversational tone by using this phrasing instead of “How ChatGPT
works.” The ensuing response is presented as follows:

ChatGPT works based on the transformer architecture, which is a
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type of neural network architecture designed to process sequential data
efficiently. The key aspects of how ChatGPT works can be summarised

as follows:

1. Pre-training: ChatGPT is pre-trained on a massive dataset containing
parts of the Internet. During this pre-training phase, the model learns to
predict the next word in a sentence, given the context of the preceding
words. It develops an understanding of grammar, facts, reasoning abilities,
and contextual relationships by learning from diverse and vast linguistic
data.

2. Attention Mechanism: The transformer architecture, which underlies
ChatGPT, uses attention mechanisms to process input data in parallel
rather than sequentially. Attention mechanisms allow the model to focus
on different parts of the input sequence when generating an output,
enabling it to capture long-range dependencies in the data.

3. Fine-tuning: After pre-training, ChatGPT can be fine-tuned on
specific tasks or datasets to make it more specialised. Fine-tuning helps
adapt the model to particular use cases and improves its performance on
specific tasks.

4. ‘Tokenisation: Input and output data are tokenised, which involves
breaking down text into smaller units called tokens. Tokens can be as
short as one character or as long as one word. Tokenisation helps the
model process and understand the input text more effectively.

5. Generative Nature: ChatGPT is a generative model, meaning it can
generate coherent and contextually relevant responses. When given a
prompt or input, it uses its learned knowledge to generate a sequence of
tokens that forms a response. The generation is based on the patterns and
information it has learned during the pre-training phase.

6. Prompt Engineering: Users interact with ChatGPT by providing
prompts or input sentences. The way prompts are formulated can
influence the quality and relevance of the model’s responses. Crafting
clear and specific prompts often leads to better outcomes.

(OpenAl, 2024)

REVIEW OF RELATED LITERATURE

Within this section, we scrutinised studies about Al’s influence on education, emphasising
the implications of the ChatGPT model in advanced teaching, learning as well as research
at higher levels. The framework is delineated as follows:

Open Al developed the open-source tool ChatGPT (Kirmani, 2022) which can answer
an array of text-based demands, such as writing letters of gratitude and supporting those
having challenging conversations about efficiency issues. ChatGPT has the potential of
constructing answers which are similar to normal human conversation (Dale, 2021). The
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capacity of the ChatGP'T model to improve student’s learning outcomes by giving prompt,
personalised responses, addressing individuality concerns, providing instant feedback, and
assisting in the comprehension of difficult concepts has generated considerable interest in
its application in education (Garcia Sanchez, 2023). It is mandatory to understand that
Al offers notable obstacles and ethical dilemmas in education. Concerns like maintaining
student privacy, offering equitable access to education, and figuring out how these
developments affect the role of educators should receive special attention. To guarantee that
Al is applied in an appropriate manner that is advantageous and fair for all students, these
issues must be handled responsibly (Incio Flores et al., 2021). Recent developments in Al
have had a significant effect on education, as demonstrated by the increase in educational
process efficiency, the advancement of worldwide learning, the individualisation of learning,
the production of quality content, and the improvement of educational administration for
maximum effectiveness and efficiency (Jara et al., 2020). A key component in streamlining
the teaching-learning process is ChatGPT. Education is a learning process that transcends
the mere acquisition of knowledge rather than being confined to a single product (Garcia-
Pena et al.,2020). ChatGPT is an effective tool for encouraging students’ writing skill
development. Students can enhance their communication and attain excellence in their
written skills by engaging with the system and receiving detailed feedback, recommendations
for enhancement, and grammatical corrections on their writing (Osorio, 2023). Numerous
investigations have attempted to investigate the possible effects of Al, especially with the
ChatGPT educational tool. Numerous Al-related educational applications, including
chatbots, adaptive testing, personalised learning experiences and predictive analytics,
were examined. Consequently, it exhibits remarkable promise for enhancing learning
effectiveness and offering tailored educational assistance to educators and learners alike. But
it is important to consider the risks and constraints brought about by these technologies,
including those about data privacy, cultural differences, language competency, and related
ethical considerations (Wang et al., 2023). Language models especially ChatGP'T; have a
considerable impact on actual teaching-learning processes. This could involve the potential
to enhance more adaptive and personalised learning and more effectively arrange the
processes of assessment and evaluation (Baidoo-Anu & Owusu Ansah, 2023; Zhang, 2023;
Rudolph, 2023).

Several studies have caught our attention, specifically those concentrating on higher
education (King, 2023; Dempere et al., 2023). Additionally, noteworthy studies have
highlighted the application of ChatGPT in research contexts (Ray, 2023; King, 2023).
However, despite these valuable individual contributions, there exists a conspicuous gap; a
lack of a comprehensive review study investigating the ChatGPT’s effects on higher-level
teaching, learning and research. This void has motivated our initiation of this systematic
research review. The primary research questions that this review seeks to address include:

RQ1: To review the status of ChatGPT in higher education, especially in
teaching-learning and research.

RQ2: To determine the possible benefits and limitations of ChatGPT and to
have a research-based discussion around the applications of ChatGPT in
education, especially in teaching, learning and research.
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'This study looks at the ChatGPT from several angles, such as its current state in teaching and
learning, and its use in research. It also includes in-depth descriptions and references on the
subject. It provides a thorough understanding of ChatGPT in education by methodically
examining the range of studies, their objectives, and the methodological components used

in the inquiry.

METHODOLOGY

We adhered to the guidelines of the Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA), (Moher et al., 2009) while carrying out our search. To improve
the reliability of systematic reviews and meta-analyses, the PRISMA approach places a
strong emphasis on thorough and transparent reporting. For these kinds of investigations,
researchers can use it as a useful tool to assess and comprehend the procedures and
conclusions. Crafting articles through the PRISMA approach encompasses four key phases:
identification, screening, eligibility and inclusion (Mengist et al., 2020). The
PRISMA flowchart for this systematic review and the corresponding sections are
described in Figure 1.

Records identified through database searching ~ : N = 106

=

k| Scopus = 53

g

4

g TEEE Xplore = 12

=

Science Direct = 41
Records retained after removing duplicates removing
(N=77)
&0
£
:
ms Records assessed by title,
abstract and keywords Records excluded
(N=77) > (N=32)

Full text excluded as not
£ Full ~text articles evaluated for conduc.ted n ng.her
3 ligibility Education (Teaching,
= & learning and research)
=

N=45
¢ ) (N = 20)
9
<
=1 Articles included in the
= systematic review
(N =25)

Figure 1: The PRISMA systematic review
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Identification

The Identification approach, which is outlined in the PRISMA guidelines, is the first
step in every systematic review. Databases including Scopus (https://www.scopus.
com/); IEEE (https://iceexplore.ieee.org/search/advanced); and ScienceDirect (https://
www.sciencedirect.com/) were accessed for this study. The review’s primary phrases
were meticulously chosen to accurately convey the concepts under investigation. Several
keywords about ChatGPT in education were referenced. Table 1 shows the search queries
that were utilised for this investigation.

Table 1. Search string employed in the study

Term #1 Term #2 Term #3 Term #4 Term #5
“ChatGPT” Education Seudent”
« ” “Teaching and
ChatGPT Learning” “Process” in
Higher AND “Education” AND  «ChatGPT” AND AND  Education
Tit‘;};;x?i a’?d “Artificial “Education” and “Analysis”
g Intelligence” « » « )
NG . Research Education
in WIT 1w
NG Higher

in

Following the identification of 106 studies from the above-mentioned databases, the titles
were scrutinised to assess their relevance to the topic of “ChatGPT in Teaching-Learning
and Research”. In the first place, 29 publications were excluded as found duplicates. After
removing duplicates, 77 publications were screened again resulting in the exclusion of
32 articles as these publications were deemed unrelated to the study’s objectives as shown in
the PRISMA flow diagram. In the second phase, the remaining 45 publications underwent
another round of screening, resulting in the exclusion of 20 more articles which were not
related to higher education. Ultimately, 25 research articles were included for review, and
the findings were presented following a comprehensive examination of these selected
research articles. Table 2 shows the inclusion and exclusion criteria of the finding.

Table 2. Inclusion and exclusion criteria

Criterion Inclusion criteria Exclusion criteria

Timeline Research carried out in May 2022 to Research carried out before May
October 2023 2022

Literature Type  Journal  articles,  qualitative — and Books, chapters in books, articles

quantitative studies, reviews, meta- from conferences and thesis
analyses and bibliometric studies

Language English-language articles Non-English-language articles
Subject Area Pertaining to ChatGPT in Teaching- Not about ChatGPT in Teaching-
Learning and Research Learning and Research
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ChatGPT in Teaching-Learning and Research

Included

The topic of this review of the literature was ChatGPT in Teaching-learning and Research.
15 publications from Scopus, 1 from IEEE and 9 from ScienceDirect were selected.
The choice of the educational materials in the databases was based on their exceptional
quality. Each investigation concentrated on a distinct ChatGPT research and teaching-
learning feature. The majority of the research was carried out in educational settings. A
comprehensive compilation of the research studies that have been thoroughly examined is
provided in Table 3. This includes essential information such as the author’s names, titles
of the studies, the methodology employed, databases from which data were extracted, and
the resultant outcomes.

FINDINGS

This section responds to the research questions formulated to guide this review. The
findings of this review are categorised into three main sections: (A) ChatGPT in teaching

and learning, (B) ChatGPT in research, and (C) Limitations of ChatGPT in teaching,

learning and research.

Section A: Chat GPT in Teaching and Learning

'The initial inquiry we aimed to address was encapsulated in the question, “RQ1: To review
the status of ChatGPT in higher education, especially in teaching-learning and research.”
Following our comprehensive review, we arrived at the following answer.

The utilisation of the ChatGPT in teaching-learning processes within higher education
showcases numerous advantages, such as heightened student engagement, enhanced
collaboration, and improved accessibility. The potential of ChatGPT to comprehend human
codes enables the effortless generation of various literary forms, from poetry and fairy tales
to novels, rivalling human creative labour (Shidiq, 2023). Jalil et al.’s (2023) investigation
into ChatGPT’s responsiveness to practice quizzes within a well-established program
evaluation curriculum highlighted its effectiveness. Additionally, employing ChatGPT
in novel contexts yields consistently reliable justifications (Firat, 2023). The adaptability
and practicality of the ChatGP'T make it an effective and attractive tool for flexible and
open educational institutions, offering increased autonomy for self-directed students. This
model can instil confidence in self-taught learners through personalised support, guidance
and feedback. According to Sok (2023), ChatGPT provides five primary advantages,
encompassing the creation of learning assessments, enhancement of pedagogical practices,
virtual one-on-one tutoring, outline creation, and idea brainstorming. Despite its swift
and eflicient information processing, ChatGPT does not sacrifice creativity, debunking
the misconception that it tends to be uncreative. The investigators found that the below-
mentioned constructs have been used by researchers to enlighten the adoption and the use

of ChatGPT in teaching and learning.
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Personalised tutoring

Students can receive individualised tutoring and feedback from ChatGPT as per their
individualistic learning requirements and development. According to Chen et al.’s (2020)
study findings, an agent that speaks based on a generative model (ChatGPT) might
offer students individualised math tutoring, leading to enhanced educational results.
The investigation revealed that the conversational intermediary was able to modify
its justifications for learner misunderstandings and modify up to an optimal level of
comprehension.

Essay grading software

ChatGPT can evaluate essays, thereby opening up the time for teachers to concentrate on
different elements. Chat GP'T was created using an array of articles assessed by real humans
that was competent to precisely grade high school students’ writings, with an association
with human grades of 0.86, as stated by Kim et al. (2019). Research has indicated that
ChatGPT was able to recognise prime components of effective articles as well as offer
feedback analogous to that provided by human graders.

Interactive learning

ChatGPT enables learners to participate in conversations with an online tutor to develop
dynamic educational materials. According to the research by Peng et al. (2019), speaking
intermediary models efficiently assist learners who are taking English as a language course,
leading to increased mastery of the language.

Adaptive to learning

ChatGPTis capable of helping develop systems that are adaptive to learning and modify
their methods of instruction according to a student’s growth and accomplishments.
According to Chang et al. (2021) research, a personalised educational system built around
a generative model (ChatGPT) will empower learners to acquire programming skills
efficiently, moving to improved efficiency in programming evaluations.

Section B: ChatGPT in Research

Turning our attention to the second query, “RQ2: To determine the possible benefits
and limitations of ChatGPT and to engage in a research-based discussion regarding its
applications in education, particularly in teaching-learning and research.” The review
yielded the following comprehensive insights.

An advanced model of language ChatGPT possesses the ability to produce humanlike
writings. This technology is crucial to many industries, including marketing, customer
service, teaching-learning area as well as research. Although Al and chatbots are inherently
neither beneficial nor detrimental, there is still room for improvement given the potential
for abuse, especially in higher education. Researchers can now more easily and quickly
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gather data for research purposes. However, various ethical concerns must be
addressed when using ChatGPT in research (Su & Yang, 2023). Data privacy is one
of the most crucial ethical challenges while using ChatGPT in research. Participants’
data must be protected from unauthorised access and kept secret by researchers. To do
this, you must protect chatbot technology, encrypt data, and put security measures in
place to protect data from hackers. Sallam (2023) investigated ChatGPT in medical
education, research, or practice. The study indicated healthcare practice, research, and
education could undergo a paradigm shift as a result of the anticipated ChatGPT
applications. However, deploying this Al chatbot should be done very cautiously due
to its potential risks. Ray (2023) investigates how ChatGPT has transformed scientific
research in several areas, including processing data, hypothesis development,
collaboration, and public education. The study looks at the possible drawbacks and
moral dilemmas related to using ChatGPT in research and it highlights the significance
of finding a sense of balance between human knowledge and Al-assisted innovation. The
righteous ramifications of modern technologies must be applied effectively in
educational publishing as well as research (Nie et al., 2023).

According to Cooper (2023), the main ethical issues with Al relate to its potential impact
on the environment, difficulties with content regulation, and the potential for copyright
infringement. ChatGPT has the capability of producing scholarly works, including
research papers that are on par with works written by people (Else, 2023). Research findings
indicate that ChatGPT demonstrates a commendable ability to produce research studies
suitable for publication (Dowling & Lucey, 2023) and often reviewers fail to detect the
scientific abstracts with fictitious data generated by ChatGPT (Gao et al., 2022).
However, according to Bleumink and Shikhule (2023), it is possible to recognise texts
created by GPT models with a high degree of accuracy and a low rate of false positives.
The impact of Al on education cannot be overstated if there is no way to detect improper
or unreported use whether conducting research, writing essays, or conducting exams.

Section C: Limitations in the Applications of ChatGPT in Teaching-learning and
Research

Research indicated that ChatGPT should be used sparingly in educational contexts.
This brought to light a lot of issues, such as manipulation, cheating, and ChatGPT’s
honesty and trustworthiness. There are risks related to the concerns with academic
honesty, unfair learning evaluations, inaccurate data, and an over-reliance on Al.
According to a recent survey (Westfall, 2023), 48% of students admitted to utilising the
site for a quiz or at-home test, and 89% of students said they had used it to help with
homework. While doing so, a startling 52% of students have utilised it to create an essay.
Since GPT designs do not have the potential to fully understand both the context and the
significance of the text they create, they cannot deal satisfactorily with assignments that
require prudent thought that aren’t encompassed by the training data (Strubell et al.,
2019). As per research by DeMello et al. (2014), learners had better learning outcomes
when they engaged with a virtual instructor who resembled human-like affective
behaviour than when they came in contact with a guide who did not exhibit this
behaviour. Based on generative models, a teaching system
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was unable to provide explanations that were particular to students’ presumptions Wang
et al. (2023). The ability of generative model frameworks to produce specific melodies was
found to be limited by Ziegler et al. (2019). If the instructional information was irrelevant to
the assignment at hand, a productive model-based answering questions system performed
poorly, according to a study by Baidoo-Anu and Owusu Ansah (2023). The possible ethical
problems with ChatGP'T have become a matter of concern. It is advised to establish ethical
guidelines and increase transparency in Al to resolve such problems (Ahmad et al., 2023).

The downside of the ChatGPT alongside additional Generative Al techniques for
educational purposes which was reflected by different research investigations can be
categorised as:

1. Lack of human interaction: Technology cannot replicate the sort of human
connection that an actual educator or coach can provide. This dearth of the
human element might be averse to learners who would draw more advantages
from having close contact with a guide. According to DeMello et al. (2014), when
learners communicated with an online guide who imitated human-like impacting
behaviour, they had more effective Learning outcomes than when they interacted
with a tutor who failed to demonstrate this behaviour.

2. Restricted understanding: The concepts that generative models are supposed
to aid students in understanding are not understood by them because they are
specialised in specific statistical trends in data. This might be a drawback if you
want to provide explanations or feedback specific to a student’s requirements and
misunderstandings. Weng et al. (2020) in their research also revealed that tuition
systems based on generative models failed to provide explanations tailored to the
misunderstandings of learners.

3. Inadequacyin crafting personalised guidance: Models of Al as well as ChatGPT
might offer advice and broad knowledge; however, they may not address the
individual requirements of every pupil (Ribeiro et al., 2020). ChatGPT along with
productive Al designs have the potential to supply knowledge as well as support,
but cannot customize guidance and provide lessons that can satisfy the specific
requirements of each learner (Ribeiro et al., 2020).

4. Insufficiency in creative expression: The responses’ originality and creativeness
may be inhibited by the constraint that models are generative and only come up
with answers which rely on the design observed during training. According to the
research by Ziegler et al. (2019), generative model-based musical composition
systems have trouble generating unique and varied melodies.

DISCUSSION

The foremost objective of this in-depth and systematic review was to explore the use and
adoption of ChatGPT applications at the higher education level with a focus on teaching,
learning, and research. The findings reveal that ChatGPT can enhance student learning by
providing personalised feedback, interactive learning environments, and creative content
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generation. Our findings indicate that the ChatGPT has enough potential to transform
the higher education system by contributing creative, innovative and flexible learning
opportunities for students and educators. However, the outcomes further indicate that
ChatGPT cannot replace in-person communication and critical thinking, and its use
should be guided by ethical principles and best practices (Tlili et al., 2023; Memarian &
Doleck, 2023; Su & Yang, 2023). ChatGP'T has the great potential to accelerate innovation
in education and promote diversity and equity in research by bridging language barriers. It
can be used to generate essays, summarise texts, answer a wider range of queries, translate
languages and correct grammar mistakes (Memarian & Doleck, 2023). According to
Shidiq (2023), ChatGPT can also help learners develop their creative writing skills, as it
can produce text in various genres and styles, such as inventive, casual, and formal writing.
Moreover, ChatGPT can enhance the accessibility, interaction, and participation of learners
in online learning environments, as it can facilitate asynchronous communication, provide

rapid feedback, and enable distant learning (Cotton et al., 2024).

However, the studies we reviewed also highlighted some challenges and limitations of
ChatGPT in the field of education. Among the main challenges, the issue of academic
integrity and plagiarism is of great concern, as ChatGPT can easily generate text that
is similar or identical to existing sources, without proper attribution or citation (Cotton
et al., 2024). This poses a threat to the quality and originality of academic work, as well
as the ethical standards and values of education. Another challenge is the reliability and
validity of ChatGPT-generated content, as it may contain errors, inaccuracies, biases, or
inappropriate language, depending on the input and the model parameters (Cooper, 2023).
Therefore, educators and learners should critically evaluate and verify any Al-generated
content before employing it in their teaching and learning contexts.

The examined studies have also highlighted the opportunities that ChatGPT has
presented for students and educators at the higher level. Among these opportunities is
the potential to leverage ChatGPT as a tool for enhancing critical thinking and meta-
cognition. It can prompt learners to reflect on their learning processes and outcomes,
facilitating comparisons and contrasts between various sources and perspectives (Cooper,
2023). Additionally, another avenue lies in utilising ChatGPT as a catalyst for fostering
dialogue and collaboration. It can enhance communication and interaction among learners,
educators, and other stakeholders, stimulating the generation of new ideas and questions
for further exploration (King & ChatGPT, 2023). Moreover, ChatGPT might be a useful
tool for a valuable resource for personalisation along with differentiation, adapting to each
learner’s own needs and requirements, preferences, and goals. It also provides assistance and
feedback across varying levels of difficulty and complexity (Tlili et al., 2023).

CONCLUSIONSs

This systematic review encompassed 30 studies, incorporating qualitative, quantitative,
and review publication types. The identification process involved searching Scopus, IEEE
Xplore and Science Direct databases. After an in-depth and systematic analysis of these
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publications, it became apparent that the introduction of Al-powered large language models,
such as ChatGP'T, provides various benefits. These advantages include the development of
learning assessments, enhancement of pedagogical practices, virtual one-on-one tutoring,
and the creation of educational outlines (Sok, 2023). Beyond aiding in test and syllabus
creation, ChatGP'T proves to be a versatile tool for crafting detailed lesson plans, captivating
slide shows, and other teaching materials. This additional support empowers educators
to modify and enhance these resources in more engaging and dynamic ways to cater to
diverse learning needs (Grassini, 2023). Based on the insight we gained while conducting
this review we believe that implementing a personalised educational system based on a
generative model like ChatGPT will enable learners to efficiently acquire programming
skills, leading to enhanced effectiveness in programming assessments.

IMPLICATIONS

While ChatGPT plays a crucial role in educational settings, providing distinctive learning
opportunities, students need to recognise its limitations. Educators are encouraged to
seamlessly incorporate ChatGPT into learning experiences, guiding effective prompting
strategies and methodologies for evaluating generated responses. However, it presents
formidable challenges, such as the absence of a human element, a potential threat to academic
integrity, limitations in customising guidance, and the inability to provide explanations
tailored to students’ assumptions. Additionally, concerns regarding precision, reliability and
potential implications for cognitive development must be carefully considered.

ChatGPT’s introduction into the educational field has various applications for learners
as well as for educators. Al has the power to fundamentally alter the way we instruct and
acquire knowledge in the classroom. An example of an Al innovation that could completely
transform higher education is the Open Al language model ChatGPT. It has the potential
to have a beneficial influence on the field of education and learning because of its capacity
to deliver results based on the user’s entered keywords. It is important to acknowledge that
not all of these resources have a positive influence on student’s ability to develop a variety
of learning skills, including creative writing abilities. Therefore, educators must devise a
plan that goes beyond the use of online learning, which students may abuse for assignment
completion. In this article, we have explored the advantages and challenges associated
with integrating ChatGPT into higher education, concerning teaching, learning and
research. It has been observed that ChatGPT can enhance student learning and wisdom
by promoting collaboration, individualising recommendations, and easing communication.
However there are challenges to be addressed, like issues with implementation and moral
dilemmas. To fully realise ChatGP'T’s potential in higher education, institutions must
ensure transparency, privacy, and data security, address ethical concerns, and make research
and development investments. By doing this, they can make the classroom more conducive
to learning and friendly for both instructors and students.

To summarise we believe the implications of this study are twofold. First, it provides
evidence on the current status and prospects of ChatGPT in higher education, which
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can inform policymakers, educators, and researchers, who are interested in adopting or
developing ChatGPT applications. Second, it raises awareness of the ethical and social
issues that ChatGPT entails, which can stimulate debate and dialogue among stakeholders
and foster conscientious and ethical exercise of ChatGPT in the educational sector.

LIMITATIONS

This systematic review searched only three databases, namely Scopus, IEEE and
ScienceDirect. It is important to note that our findings do not encompass all researchers
who have explored the subject. We advocate for additional investigations utilising
alternative databases such as Web of Science, Elsevier, PubMed, Dimensions, ERIC,
Academic Search Ultimate, Education Research Complete, ACM Digital Library and
Google Scholar to offer a more comprehensive insight into the application of Al, like
ChatGPT, in the field of education (teaching, learning and research). Additionally, our
study is confined to higher education teaching-learning and therefore, it does not assert the
efficiency or limitations of ChatGPT in other educational stages. Finally, we posit that the
utilisation of ChatGPT has significantly influenced research, leading to the emergence of
novel challenges. Subsequent studies conducted post this review may identify and address
these fresh challenges, warranting further scrutiny and exploration.

SUGGESTIONS FOR FURTHER RESEARCH

We acknowledge the presence of limitations in our systematic review. The analysis focused
on research published between May 2022 and October 2023, utilising three databases:
Scopus, IEEE Xplore and ScienceDirect. Future research endeavours should expand the
timeframe to include studies conducted after October 2023 and encompass a broader array
of databases. While our review concentrated on ChatGPT studies in higher education, there
is a potential for further exploration of its applications in lower or secondary education.
Additional research in the realm of ChatGPT in higher learning exist, for instance, it is
essential to investigate ChatGPT’s efficacy across various academic disciplines. Delving
into its potential impacts on students’ motivation and engagement is another critical area
requiring in-depth exploration. Furthermore, we recommend conducting reviews that
specifically focus on research conducted in professional education.

REFERENCES
Abukmeil, M., Ferrari,S.,Genovese,A., Piuri, V.,&Scotti, F.(2021). A survey of unsupervised

generative models for exploratory data analysis and representation learning. ACM
Computing Surveys (CSUR), 54(5), 1-40. https://doi.org/10.1145/3450963
Ahmad, A., Waseem, M., Liang, P., Fahmideh, M., Aktar, M. S., & Mikkonen, T. (2023).
Towards human-bot collaborative software architecting with ChatGPT. In
Proceedings of the 27th International Conference on Evaluation and Assessment in

Software Engineering (pp. 279-285). Association for Computing Machinery.
https://doi.org/10.1145/3593434.3593468

209



Shaheena Aziz et.al.

AlAfnan, M. A., Dishari, S., Jovic, M., & Lomidze, K. (2023). ChatGPT as an educational
tool: Opportunities, challenges, and recommendations for communication,
business writing, and composition courses. Journal of Artificial Intelligence and
Technology, 3(2), 60-68. https://doi.org/10.37965/1ait.2023.0184

Ansari, A.N., Ahmad, S., & Bhutta, S. M. (2023). Mapping the global evidence around the
use of ChatGPT in higher education: A systematic scoping review. Education and
Information Technologies. https://doi.org/10.1007/s10639-023-12223-4

Aydin, O., & Karaarslan, E. (2022). OpenAl ChatGPT generated literature review: Digital
twin in healthcare. In O. Aydin (Ed.), Emerging computer technologies 2 (pp. 22—
31). Izmir Akademi Dernegi. https://doi.org/10.2139/ssrn.4308687

Baidoo-Anu, D. & Owusu Ansah, L. (2023). Education in the era of generative artificial
intelligence (AI): Understanding the potential benefits of ChatGPT in promoting
teaching and learning. SSRIV. https://doi.org/10.2139/ssrn.4337484

Bleumink, A.G., & Shikhule, A. (2023). Keeping ai honest in education: Identifying GPT-
generated text. Edukado AI Research. https://cdn.aicheatcheck.com/Keeping Al
Honest_in_Education__Identifying GPT_generated_text.pdf

Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D., Dhariwal, P., et al. (2020).
Language models are few-shot learners. Advances in Neural Information Processing
Systems, 33,1877-1901.

Chang, C.Y.,Hwang, G.].,& Gau, M. L. (2021). Promoting students’learning achievement
and self-efficacy: A mobile chatbot approach for nursing training. British Journal
of Educational Technology, 53(1),171-188. https://doi.org/10.1111/bjet.13158

Chaudhry, I. S., Sarwary, S. A. M., El Refae, G. A., & Chabchoub, H. (2023). Time to
revisit existing student’s performance evaluation approach in higher education
sector in a new era of ChatGPT: A case study. Cogent Education, 10(1),2210461.
https://doi.org/10.1080/2331186X.2023.2210461

Chen, Y., Chen, Y., & Heffernan, N. (2020). Personalized math tutoring with a
conversational agent. Arxiv. arxiv: 2012.12121

Chiu, T. K. F. (2023). The impact of Generative Al (GenAl) on practices, policies and
research direction in education: A case of ChatGPT and Midjourney. Interactive
Learning Environments, 1-17. https://doi.org/10.1080/10494820.2023.2253861

Cooper, G. (2023). Examining Science education in ChatGPT: An exploratory study of
generative artificial intelligence. Journal of Science Education and Technology, 32,
444-452. https://doi.org/10.1007/s10956-023-10039-y

Cotton, D. R. E., Cotton, P. A., & Shipway, J. R. (2024). Chatting and cheating: Ensuring
academic integrity in the era of ChatGPT. Innovations in Education and Teaching
International, 61(2),228-239. https://doi.org/10.1080/14703297.2023.2190148

Dale, R. (2021). GPT-3: What's it good for? Natural Language Engineering, 27(1), 113—
118. https://doi.org/10.1017/51351324920000601

DeMello, S., Craig, S., Witherspoon, A., & Graesser, A. (2014). Affective and learning-
related dynamics during interactions with an intelligent tutoring system.
International Journal of Human-Computer Studies, 72(6), 415-435.

Dempere, J., Modugu, K., Hesham, A., & Ramasamy, L. K. (2023, September). The impact
of ChatGPT on higher education. In Frontiers in Education (Vol. 8, 1206936).
Frontiers Media SA. https://doi.org/10.3389/feduc.2023.1206936

210



ChatGPT in Teaching-Learning and Research

Dowling, M., & Lucey, B. (2023). ChatGPT for (finance) research: The bananarama
conjecture. Finance Research Letters, 53, 103662. https://doi.org/10.1016/j.
£r.2023.103662

Else, H. (2023). Abstracts written by ChatGPT fool scientists. Nature, 613(7944), 423.
https://doi.org/10.1038/d41586-023-00056-7

Farrokhnia, M., Banihashem, S. K., Noroozi, O., & Wals, A. (2024). A SWO'T analysis
of ChatGPT: Implications for educational practice and research. Innovations in
Education and Teaching International, 61(3), 460—-474. https://doi.org/10.1080/14
703297.2023.2195846S

Firat, M. (2023). How ChatGPT can transform autodidactic experiences and open
education? OSF Preprints. https://doi.org/10.31219/0st.io/9ge8m

Gao, C. A., Howard, F. M., Markov, N. S., Dyer, E. C., Ramesh, S., Luo, Y., & Pearson,
A.T. (2022). Comparing scientific abstracts generated by ChatGPT to original
abstracts using an artificial intelligence output detector, plagiarism detector, and
blinded human reviewers. BioRxiv. https://doi.org/10.1101/2022.12.23.521610

Garcia Sanchez, O. V. (2023). Uso y percepcion de ChatGPT en la educacion superior.
Revista De Investigacion En Tecnologias De La Informacion, 11(23),98-107. https://
doi.org/10.36825/RIT1.11.23.009

Garcia-Pena, V. R., Mora-Marcillo, A. B., & Avila-Ramirez, J. A. (2020). La inteligencia
artificial en la education. Dominio de las Ciencias, 6,648—666.

Grassini, S. (2023). Shaping the future of education: Exploring the potential and
consequences of Al and ChatGPT in educational settings. Education Sciences,
13(7), 692. https://doi.org/10.3390/educsci13070692

Habibi, A., Muhaimin, M., Danibao, B. K., Wibowo, Y. G., Wahyuni, S., & Octavia, A.
(2023). ChatGPT in higher education learning: Acceptance and use. Computers
and Education: Artificial Intelligence, 5, 100190. https://doi.org/10.1016/j.
caeai.2023.100190

Halaweh, M. (2023). ChatGPT in education: Strategies for responsible implementation.
Contemporary Educational Technology, 15(2), ep421. https://doi.org/10.30935/
cedtech/13036

Hu, L. (2022, 17 July). Generative Al and future. Towards AL Retrieved on 23 January 2024
from https://pub.towardsai.net/generativeai-and-future-c3b169587612

Incio Flores, F. A., Capunay Sinchez, D. L., Estela Urbina, R. O., Valles Coral, M. A.,
Vergara Medrano, S. E., & Elera Gonzales, D. G. (2021). Inteligencia artificial
en education: Una revision de la literaturaen revista scientific as internacionales.
Apuntes Universitarios, 12(1), 353-372. https://doi.org/10.17162/au.v12i1.974

Jalil,S.,Rafi,S., LaToza, T.D.,Moran, K.,& Lam,W.(2023). ChatGPT and software testing
education: Promises & perils. 2023 IEEE International Conference on Software
Testing, Verification and Validation Workshops (ICSTW) [Paper presentation].
Dublin, Ireland, 4130-4137. https://doi.org/10.1109/ICSTW58534.2023.00078

Jara, I, Ochoa, J., & Usos, Y. (2021). Efectos de la inteligencia artificial en la education.
Sector Social Divisién Educacion. Document for Discussion No. IDB-DP-00776,
Banco Interamericano de Desarrollo (Inter-American Development Bank).

https://doi.org/10.18235/0002380

211



Shaheena Aziz et.al.

Jovanovic, M., & Campbell, M. (2022). Generative Artificial Intelligence: Trends and
prospects. In M. Campbell (Ed.), Computer (pp. 107-112). The IEEE Computer
Society.

Karakose, T., & Tulubas, T. (2023). How can ChatGPT facilitate teaching and learning:
Implications for contemporary education? FEducational Process: International
Journal, 12(4), 7-16. https://doi.org/10.22521/edupij.2023.124.1

Kim, S., Park, J., & Lee, H. (2019). Automated essay scoring using a deep learning model.
Journal of Educational Technology Development and Exchange, 2(1), 1-17.

King, M. R. (2023). The future of Al in medicine: A perspective from a Chatbot. Annals
of Biomedical Engineering, 51, 291-295. https://doi.org/10.1007/s10439-022-
03121-w

King, M. R., & ChatGPT. (2023). A conversation on artificial intelligence, chatbots, and
plagiarism in higher education. Cellular and Molecular Bioengineering, 16, 1-2.
https://doi.org/10.1007/s12195-022-00754-8

Kirmani, A. R. (2022). Artificial intelligence enabled science poetry. ACS Energy Letters, 8,
574-576. https://doi.org/10.1021/acsenergylett.2c02758

Korngiebel, D. M., & Mooney, S. D. (2021). Considering the possibilities and pitfalls
of Generative Pre-trained Transformer 3 (GPT-3) in healthcare delivery. NPJ
Digital Medicine, 4(1), 93. https://doi.org/10.1038/s41746-021-00464-x

Lo, C. K. (2023). What is the impact of ChatGPT on education? A rapid review of the
literature. Education Sciences, 13(4),410.https://doi.org/10.3390/educsci13040410

Memarian, B., & Doleck, T. (2023). ChatGPT in education: Methods, potentials, and
limitations. Computers in Human Bebaviour. Artificial Humans, 1(2), 100022.
https://doi.org/10.1016/j.chbah.2023.100022

Memarian, B., & Doleck, T. (2023). ChatGPT in education: Methods, potentials, and
limitations. Computers in Human Bebaviour. Artificial Humans, 1(2), 100022.
https://doi.org/10.1016/j.chbah.2023.100022

Mengist, W., Soromessa, T., & Legese, G. (2020). Ecosystem services research in moun-
tainous regions: A systematic literature review on current knowledge and research
gaps. Science of the Total Environment, 702, 134581. https://doi.org/10.1016/j.sci-
totenv.2019.134581

Moher, D., Liberati, A., Tetzlaff, J., Altman, D. G., & PRISMA Group (2009). Preferred re-
porting items for systematic reviews and meta-analyses: The PRISMA statement.
PLoSMedicine, 6(7), ¢1000097. https://doi.org/10.1371/journal.pmed.1000097

Nemorin, S., Vlachidis, A., Ayerakwa, H. M., & Andriotis, P. (2023). Al hyped? A horizon
scan of discourse on artificial intelligence in education (AIED) and development.
Learning, Media and Technology, 48(1), 38=51. https://doi.org/10.1080/17439884
.2022.2095568

Nie, B., Wang, T., Mannuru, N., Lund, B., Wang, Z., & Shimray, S. (2023, 15 March).
ChatGPT and Al-written research papers: Ethical considerations for scholarly
publishing. Information Matters. https://informationmatters.org

OpenAl. (2024). ChatGPT (Mar 14 version) [Large language model]. https://chat.openai.

com/chat

212



ChatGPT in Teaching-Learning and Research

Osorio, J. A. C. (2023). Explorandoel potential de ChatGPT en la escrituracientifica:
Ventajas, desafios y precauciones. Scientia Et Technica, 28(1), 3-5. https://doi.
0rg/10.22517/23447214.25303

Pavlik, J. V. (2023). Collaborating with ChatGPT: Considering the implications of
generative artificial intelligence for journalism and media education. Journal-
ism and Mass Communication Educator, 78(1), 84-93. https://doi.org/10.1177/
10776958221149577

Peng, P., Wang, T, Wang, C., & Lin, X. (2019). A meta-analysis on the relation between
fluid intelligence and reading/mathematics: Effects of tasks, age, and social eco-
nomics status. Psychological Bulletin, 145, 189-236. https://doi.org/10.1037/
bul0000182

Petersen, J. (2021). Innovative assessment practices. FreshGrade. Retrieved on 2 Au-
gust 2022  from  https://www.google.com/url?sa=t&source=web&rct=-
j&opi=89978449&url=https://learn.sd61.bc.ca/wp-content/uploads/
sites/96/2017/09/FG-Innovative-Assessment-Whitepaper.pdf&ved=2ahUKEw-
jYq_HOq7KGAxVmdmwGHZ4VD30QFnoECBUQAQ&usg=AOvVaw3iX-
sKxr9XFUtg13M9Jc_Vc

Pradana, M., Elisa, H. P,, & Syarifuddin, S. (2023). Discussing ChatGPT in education:
A literature review and bibliometric analysis. Cogent Education, 10(2), 2243134.
https://doi.org/10.1080/2331186X.2023.2243134

Rawas, S. (2024). ChatGPT: Empowering lifelong learning in the digital age of high-
er education. Education and Information Technologies, 29, 6895—-6908. https://doi.
0rg/10.1007/s10639-023-12114-8

Ray, P. P. (2023). ChatGPT: A comprehensive review on background, applications, key
challenges, bias, ethics, limitations and future scope. Internet of Things and Cy-
ber-Physical Systems, 3,121-154. https://doi.org/10.1016/j.iotcps.2023.04.003

Ribeiro, M. T., Wu, T. S., Guestrin, C., & Singh, S. (2020). Beyond accuracy: Behavioral
testing of NLP models with CheckList. In Proceedings of the 58th Annual Meeting
of the Association for Computational Linguistics (pp. 4902-4912). Association for
Computational Linguistics. https://doi.org/10.18653/v1/2020.acl-main.442

Rudolph, J., Tan, S., & Tan, S. (2023). ChatGPT: Bullshit spewer or the end of traditional
assessments in higher education? Journal of Applied Learningand Teaching, 6(1),
342-363. https://doi.org/10.37074/jalt.2023.6.1.9

Rueda, M., Cerero, ]., Batanero, J., & Meneses, E. (2023). Impact of the implementation
of ChatGPT in education: A systematic review. Computers, 12, 153. https://doi.
0rg/10.3390/computers12080153

Sallam, M. (2023). ChatGPT utility in healthcare education, research, and practice: Sys-
tematic review on the promising perspectives and valid concerns. Healthcare (Ba-
sel, Switzerland), 11(6), 887. https://doi.org/10.3390/healthcare11060887

Shidiq, M. (2023). The use of artificial intelligence-based Chat-GPT and its challenges
for the world of education; From the viewpoint of the development of creative
writing skills. Proceeding of International Conference on Education, Society and Hu-
manity, 1(1), 353-357.

213



Shaheena Aziz et.al.

Shoufan, A. (2023). Exploring students’ perceptions of ChatGP'T: Thematic analysis and
follow-up survey. IEEE Access, 11, 38805-38818. https://doi.org/10.1109/AC-
CESS.2023.3268224

Sok, S. (2023, 15 February). Opinion: Benefits and risks of ChatGPT in education. Cambo-
dians. https://cambodianess.com/article/opinion-benefits-and-risks-of-chatgpt-
in-education

Strubell, E., Ganesh, A., & McCallum, A. (2019). Energy and policy considerations for
deep learning in NLP. Proceedings of the Annual Meeting of the Association for Com-
putational Linguistics, 57, 3645-3650. https://doi.org/10.18653/v1/P19-1355

Strzelecki, A. (2023). Students’ acceptance of ChatGPT in higher education: An extended
unified theory of acceptance and use of technology. Innovative Higher Education,
49,223-245. https://doi.org/10.1007/s10755-023-09686-1

Su, J., & Yang, W. (2023). Unlocking the power of ChatGPT: A framework for apply-
ing Generative Al in education. ECNU Review of Education, 6,1-12. https://do.
0rg/10.1177/20965311231168423

Tlili, A., Shehata, B., Adarkwah, M. A, Bozkurt, A., Hickey, D.T., Huang, R., & Agyemang,
B. (2023). What if the devil is my guardian angel: ChatGPT as a case study of
using chatbots in education. Smart Learning Environment, 10, 15. https://doi.
org/10.1186/s40561-023-00237-x

Wang, W., Chen, Y., & Heffernan, N. (2023). A generative model-based tutoring system
for mathword problems. Arxiv. arXiv:2010.04.

Westfall, C. (2023). Educators battle plagiarism as 89% of students admit to using Open
ATls ChatGPT for homework. Forbes, 28 January. https://www.forbes.com/
sites/chriswestfall/2023/01/28/educators-battle-plagiarism-as-89-of-students-
admit-to-using-open-ais-chatgpt-for

Zhang, B. (2023). Preparing educators and students for ChatGPT and Al technology in
higher education: Benefits, limitations, strategies, and implications of ChatGPT
& Al technologies. https://doi.org/10.13140/RG.2.2.32105.98404

Ziegler, D. M., Stiennon, N., Wu, J., Brown, T. B., Radford, A., Amodei, D., Christiano,
P, & Irving, G. (2019). Fine-tuning language models from human preferences.
ArXiv. https://doi.org/10.48550/arXiv.1909.08593

214


https://www.forbes.com/sites/chriswestfall/2023/01/28/educators-battle-plagiarism-as-89-of-students-admit-to-using-open-ais-chatgpt-for
https://doi.org/10.1186/s40561-023-00237-x
https://doi.org/10.1177/20965311231168423



