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Abstract: This paper reports the results of a multi-phase study aimed at identifying ways of transforming the construction industry in Botswana into an efficient, effective and sustainable sector. The study examined a number of reports indicating that public construction projects were not delivered as contractually expected. The first phase of the study, a situation analysis, was divided into two stages, with the first validating the claims that projects perform poorly in terms of both time and cost. Project data were compiled and analysed by computing the cost and time variances. The second stage solicited the opinions of various industry stakeholders regarding the deficiencies in the industry that led to poor project performance. Based on 323 sampled public construction projects, the results indicated that 13% had been abandoned and retendered. For those projects not abandoned, 52% and 75% had cost and time overruns, respectively. On average, the amount of cost overruns was 15% while the amount of time overruns was 75%. This level of performance is considered worrisome if allowed to continue. Causes of the overruns were identified as emanating from the decisions and actions of clients, suppliers, and regulators as well as the lack of a coherent facilitation of the construction business environment. The latter was singled out as an urgent challenge that needs addressing if the construction industry is to exist as a sustainable sector in Botswana. Though the concept of construction industry development is not new, this paper underscores that situations for each country are different and models that aim to transform an industry must look at the underlying context of the sector. With the exception of one study, no other extensive empirical study has been conducted in Botswana to identify and document deficiencies leading to the poor delivery of public construction projects. These findings also provide a generic approach to transforming the construction industry.
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INTRODUCTION

The construction industry is responsible for the development and sustenance of the infrastructural base of any nation through the efficient and effective delivery of projects (Turin, 1978; Giang and Pheng, 2011). The infrastructural base provides a vital function for fulfilling human needs and activities such as housing, communications, defence, water and power. However, to increase the utility of infrastructure, projects must be delivered within contracted times and specifications (Sambasivan and Soon, 2007). The economic difficulties facing the world today make it imperative that projects are delivered within cost to optimise resource allocation and utilisation (Wong, Ng and Chan, 2010).

Unfortunately, for most construction industries, including that in Botswana, the attributes of cost, time and quality are often elusive. While the construction industry in Botswana has been commended for developing the infrastructural landscape of the country, recent reports indicate a sub-optimal project delivery process. Studies (e.g., Sentongo, 2005) and media reports (e.g., Malema, 2000; Ramadibu, 2010) have indicated that the industry exhibits various deficiencies, especially in the public sector. Much as an organisation goes through what Greiner (1972) described as a “crisis of development“, the industry is experiencing an emerging crisis of performance. Serious reforms are needed to create a viable sector that is in step with the economic, industrial and social developmental demands of the country, particularly in delivering a reliable and sustainable infrastructure.

The multi-phase study was motivated by the need to find means of transforming the construction industry to deliver and maintain the public infrastructural base as an efficient, effective and sustainable sector. The study was divided into two phases: the first phase aims at conducting a situation analysis to identify the performance levels and deficiencies of the industry, and the second phase aims to develop a model for providing a transforming mechanism for the sector.

While the findings of phase two of the study will be reported elsewhere, this paper reports the results of the first phase, which was guided by two key research questions: RQ1 – What is the extent of the effects of deficiencies of the construction industry on the delivery of public projects in Botswana? and RQ2 – What are the causes of the deficiencies in the construction industry that lead to the poor performance of public construction projects in Botswana? The paper is divided into four major sections. The first section provides a brief background of the problem, and the second describes the research approach used to answer the two questions. The third and fourth sections discuss the research findings and their implications for the industry, respectively. The paper ends with conclusions and some recommendations.

BACKGROUND

The Concept of Transformation

The transformation process of an industry has four major components namely situation analysis, vision crafting, policy formulation and the establishment of a monitoring and evaluation (M&E) mechanism as illustrated in Figure 1.

A situation analysis, as the first component of the process, provides a contextual perspective on the needed change (Orbeta, 1994), which is achieved at first by defining the problem and determining its severity (Australian Agency for International Development [AUSAID], 2006). Second, the causes and the effects of the problem are identified, including those who are affected (AUSAID, 2006). Third, a situation analysis facilitates the identification of stakeholders who have the influence, power, capacity, resources and support network to facilitate change (Meredith and Mantel, 2003). Fourth, situation analysis process allows those pursuing change to assess their chances of success by assessing their capabilities (strengths and weaknesses) and any risks (threats and opportunities).

A situation analysis also provides a basis for formulating a vision of the desired change, based on the adage “knowing where you are facilitates charting where you want to be”. This is the second component of the transformation process, in which the overall goal to produce the required change is articulated and a target date for achieving it is set (Aune, 2000). The goal is then broken down into manageable and measurable objectives (Cleland and Ireland, 2007).
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Figure 1. Components of the Transformation Process



Having defined the two end points (the undesired and desired state) in the transformation process, the third component is the formulation of appropriate policies to broadly guide the change and bridge the development gap (Orbeta, 1994). Most often, a policy is followed by legislation that provides an empowering legal framework to enable the required change. Programmes and projects are then planned and implemented to act as vehicles for achieving the desired change.

The last component of the transformation process is the development of an M&E system to measure progress and achievement. Monitoring ensures that projects are on track to achieve the desired objectives, while evaluation ascertains whether the desired vision is achieved at the targeted date (Crawford and Bryce, 2003).

This paper focuses on the first component (situation analysis) of the transformation process (the other components will be the subject of another phase of study).

The Construction Industry of Botswana

Botswana is located in the southern part of Africa. It is a relatively large country covering an area of 582,000 km2 with a small population of 1.92 million inhabitants. It is therefore a sparsely populated country with approximately three inhabitants per km2. In 2009, its workforce was estimated at 361,956 employees, of which approximately 45% worked in the public sector (Central Statistics Organisation [CSO], 2010). During the same period, the construction industry constituted 6.3% of the workforce. The gross domestic product (GDP) contribution of the construction industry was estimated in 2009 at P350 (US$ 52) million, constituting 4.2% of total GDP (CSO, 2010).

While in previous decades the construction industry in Botswana recorded high growth rates, ranging from 5% to 8%, surpassing most industries in sub-Saharan Africa (Ssegawa, 2008), performance in recent years has shown a decline, as illustrated in Figure 2. The downturn of the global economy, the impact of reduced diamond sales and the inefficiencies of the construction industry itself, are some of the factors contributing to this trend.
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Figure 2. The contribution of Botswana’s Construction Industry to Employment and GDP (CSO, 2010)



Current organisation of the industry

The construction industry of Botswana currently consists of several fragmented players who can be grouped into the four categories illustrated in Figure 3: suppliers i.e., those who provide services or supply materials and components to a project; clients (public and private); regulators (who regulate the project management process and the conduct of suppliers); and facilitators (those who facilitate the delivery of projects in various ways, but without having any contractual obligations on any aspect of the project) (see Figure 3).

Two observations can be made regarding the organisation of the industry. First, one may be tempted to think that the government occupies a separate category. However, careful examination reveals that it actually has influence in three of the mentioned categories. As a client, the government is represented by procuring and project management entities. As a regulator, it is represented by the miscellaneous entities that regulate the various processes related to construction. The government also acts as a facilitator, designing programs that aid the industry (e.g., preference, reservation and mobilisation schemes meant to bolster the competitiveness and cash flow profile of citizen-owned construction firms) (Gaolathe, 2000).

The second observation is that a description of the construction industry cannot be complete without mentioning the existing procurement systems. Scholars (e.g., Rwelamila and Hall, 1995) have intimated that, depending on the nature and context of the project, a procurement system may enhance or inhibit the delivery process. The majority of public projects in Botswana are procured through a traditional procurement system (TPS), where the design and construction phases are separately contracted. In recent years, a few public projects have been delivered using Design and Build (D&B) and Private Public Partnership (PPP) procurement modes in both the private and public sector.
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Figure 3. Schematic Representation of the Organisation of the Construction Industry in Botswana



Framework for Analysing Construction Industry Deficiencies

At a micro or project level, the effects of performance deficiencies of the construction industry are commonly narrowed down to three aspects, namely poor quality, cost and time overruns (Willis and Rankin, 2010). Over the years, there has been an accumulation of research findings (e.g., Ameh, Soyingbe and Odusami, 2010; Lo, Fung and Tung, 2006) listing several deficiencies in the construction industry. However, none of the studies provide an exhaustive list of deficiencies due to the context of each project and country. Therefore, this study aimed to construct an appropriate framework for categorising deficiencies. This was in the hope that a list of deficiencies would be provided by industry stakeholders and that each deficiency could then be slotted into its appropriate category in the framework.

Existing literature provides numerous frameworks that scholars have proposed to categorise the deficiencies in the construction industry. The few that are relevant are worth mentioning. Antill and Woodhead (1989) divided the cause of time overruns into those which (1) neither party to the contract has any control; (2) the client (or representative) has control; and (3) the contractors (or subcontractor) has control. This categorisation is in line with the work of others (e.g., Arditi, Akan and Gurdamar, 1985; Kraiem, 1987) who classified delays as (1) excusable with compensation, (2) excusable without compensation and (3) non-excusable or contractor responsible. Another framework by Adams (1997) observed that the poor project performance is caused by factors due to (1) clients and their representatives, (2) contractor deficiencies and (3) the business environment. The Adams framework was found to be more appropriate for this study, as it matches the manner in which the construction industry is organised in Botswana. However, the framework was modified into a four-factor framework consisting of clients (and representatives), suppliers, regulators and facilitators. Nearly all of the construction industry deficiencies which cause quality issues, excessive costs and time overruns will fall into one of these categories.

RESEARCH APPROACH

The research approach centred on attempting to answer the two research questions (RQ1 and RQ2) posited earlier. The focus of the study was based on public construction projects for three reasons. First, there have been media (e.g., Kenosi, 2010) and anecdotal (e.g., Palalani, 2000) reports over the years indicating that public projects are not delivered efficiently and effectively. Second, public projects contribute the greatest number and value (45%) to Botswana’s construction market; their impact on the overall performance of the industry is quite significant. Third, because the projects are publicly funded it is imperative to identify the root causes of deficiencies in the project delivery process and address them. The sources of the projects were the Department of Building and Engineering Services (DBES), the Roads Department, the Ministry of Local Government and the Department of Technical Services in the Ministry of Education. All of the projects completed their contractual durations as part of the National Development Plans 8 (2000–2004) and 9 (2005–2009). Project data were gathered from project documents under the custody of the aforementioned departments. Due to their proximity to the project operations, project managers were the key informants.

Investigating the Effects of the Deficiencies

The effects of the construction industry deficiencies are manifested in the three attributes of cost, time and quality. These attributes, therefore, provide the basis for measuring the effect of the deficiencies on the industry’s performance (De Wit, 1988). However, the quality issue was excluded in the study because it required excessive time and resources to properly investigate several sites and conduct quality tests. Therefore, the severity of the industry deficiencies was investigated by computing the percentage variances of cost and time, as according to Equation 1. In the end, an average variance was computed for the sampled projects.
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To adjust for inflationary effects, all data at completion was adjusted to ensure cost homogeneity using the monthly consumer price index (CPI) provided by the CSO, as shown in Equation 2.
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The computing of the variances was done regardless of cause, whether the client, contractor or circumstances beyond the control of both parties. In addition, both positive (savings) and negative (overruns) factors were included in the computation to obtain an average variance.

Project data on the cost and time attributes were compiled for 323 completed projects consisting of buildings, roads and civil works, as shown in Table 1 (left column). The data were collected from five project management departments and eight local authorities using convenience sampling. Bryman and Emma (2003) noted that this technique is used when the study subjects are not conveniently available (e.g., access to data depends on the willingness of entities to divulge records relating to the projects and on the completeness of the project records). To minimise the impact of this factor, only projects completed in the last five years were considered. Third, it is also affected by the sensitivity of the project. A few projects had legal issues and were therefore considered inappropriate for study. The sampled projects reflected an appreciable amount of geographic dispersion and a wide range of implementing entities. These were considered important attributes in providing a fair picture of the challenges facing public sector projects.


Table 1. Projects Investigated and Interviews Held
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Investigating the Major Causes of Deficiencies of the Industry

To answer the second research question (RQ2), in-depth, face-to-face interviews were conducted. An in-depth interview was considered the most appropriate data collection technique because of its probing nature that permits the freedom to seek clarity and provides respondents critical reflection on the questions based on their profile (e.g., experience and profession) and context (e.g., project time and locality) (Burns and Bush, 2006). Our method thus avoided the restrictive and prescriptive mode typically found in a questionnaire survey (Bryman and Emma, 2003).

A semi-structured questionnaire was designed to guide the interviews and subsequent analysis (see Appendix A). The questionnaire essentially sought the opinions, perceptions and experiences of respondents in terms of the most prevalent conditions, actions and decisions that led to deficiencies in the smooth delivery of public construction projects.

Participants in the study were selected from entities within the four groups previously identified in the construction industry, i.e., clients, suppliers, regulators and facilitators (see right column of Table 1). Leaders of the entities representing the four groups were requested to select five participants to attend the interviews. An interview schedule was drafted, appointments were made and interviews were conducted during a five month period beginning in February 2010. Each interview lasted from one to two hours, and 41 interviews were held in total, involving 208 participants as shown in Table 2. Judging from the professional/occupational composition and the average experience in the industry, the participants were deemed to be conversant with industry issues.

Three people conducted the interviews, with one person dedicated to interviewing, one to recording the proceedings and one for carrying out both tasks; the latter served as a quality assurance mechanism to ensure that the responses were effectively recorded. The transcript of each interview was electronically sent to the participants for correction and confirmation. After all interviews were completed, a content analysis was conducted to identify common themes of deficiencies in the construction industry in Botswana. Judging from previous literature (Sambasivan and Soon, 2007; Sweis et al., 2008; Elinwa and Buba, 1993; Aniekwu and Okpala, 1988), deficiencies can be numerous and ultimately not very useful unless they are ranked. A decision was thus made to only include for presentation the deficiencies mentioned in over half (over 21) of the interviews. In other words, a deficiency was deemed significant if it was identified by over 50% of the interviewees.


Table 2. Number and Experience of Participants in the Interviews



	Occupation
	% of Total (N = 208)
	Average Experience in the Industry (Years)



	Architects
	20%
	15.9



	Engineers
	25%
	17.5



	Quantity surveyors
	19%
	18.9



	Economic planners
	13%
	20.1



	Trainers
	8%
	22.5



	Others (e.g. Regulators, facilitators, etc.)
	16%
	20.2



	Total
	100%
	




SEVERITY OF DEFICIENCIES ON PROJECT DELIVERY

Of the 323 projects studied, 13% (42) had been abandoned by contractors and retendered for completion, resulting in both cost and time overruns. This is a high rate of abandonment that should not be allowed to exist in the industry. As will be discussed later, the primary cause of this problem was identified as an ineffective contractor registration system.


It was found that all sizes of projects experienced the same level of abandonment (small: 32%, medium: 34% and large: 34%). This result contradicts the anecdotal belief within and outside the industry that the “abandonment disease” is more likely to happen with small contractors. In fact, given the pyramidal feature of the “contractor class” (more at the bottom and fewer at the top) it would appear that there was less “abandonment per capita” occurring with small contractors.

Two analyses were conducted in computing cost and time variances; one which included all projects and another which excluded abandoned projects. The two analyses were deemed necessary because data for abandoned projects were considered extreme outliers (Neuman, 2006). The variations were computed in accordance with Equations 1 and 2, and a summary of the performance of the remaining sampled projects (N = 281) is shown in Table 3.

The shaded columns of Table 3 indicate the results with abandoned projects included. As expected, the results that include the abandoned projects (shaded column) are worse than those without because all of the abandoned projects had cost and time overruns. The table indicates that 72% and 52% (second column) of the projects experienced cost and time overruns, respectively. The majority (79%) of the projects experienced both cost and time overruns. When the abandoned projects are considered, the results show that 92% of the projects in the sample had both a cost and time overrun. Even though the project sample was not randomly obtained, the results indicate that the probability that a public construction project will not be completed within both the contracted time and projected cost is between 72% and 92%.This is a high probability for failure, and a great indication of the poor performance of projects in the public sector. However, one question that remains is “How severe were the overruns?”.

According to Table 3 (column four), the average cost and time overruns were 15% and 75%, respectively. The maximum cost and time overruns were as high as 101% and 400% (column six), respectively. These results show that delays are a more severe problem in the industry. This not only indicates an inefficiency in the industry but also a laxity in the contract management system–how can a contractor be employed for this long without completing the contract, yet with a performance this dismal? While there were a large number of projects with cost overruns (72%), the actual cost overruns were not as significant (15%) (see second row of Table 3) compared to the time overruns, which were fewer (52%) but much more severe (75%).


Table 3. Cost and Time Variations of Projects (Excluding Abandoned Projects)
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DEFICIENCIES OF THE CONSTRUCTION INDUSTRY IN BOTSWANA

Respondents identified a number of deficiencies in the construction industry that cause poor performance in public projects, including faults of their own, those of others and the business environment. The frequency of mentioning each deficiency is summarised by group in Table 4. Deficiencies in regulation and of facilitators were mentioned more often than the deficiencies of suppliers and clients.

Deficiencies – Clients

The inadequacy of human resources, the lack of project management best practices and the inability to promptly pay suppliers were cited as the major deficiencies in the project delivery process by over half of the groups interviewed.

Lack of adequate and experienced human resources

Projects are fulfilled through the efforts and skills of people, with the help of systems. However, respondents identified a lack of appropriate, experienced and adequate human resources (on the client side) as leading to the poor delivery of public projects.


Table 4. The Frequency by Which Respondents Mentioned a Deficiency during the Study



	Deficiency Factor
	Frequency of Mention (N =41 or 100%)



	Deficiencies of clients
	81%



	Inadequate competent of human resource
	87%



	Inadequate project briefs
	82%



	Lack of project management approach
	75%



	Lack of effective project supervision
	72%



	Lack of a prompt payment system for suppliers
	90%



	Deficiency in the regulation of professionals, contractors and the procurement process
	92%



	Ineffective and inefficient regulation of projects procurement process
	77%



	Ineffective regulation of consultants
	100%



	Ineffective regulation of contractors
	100%



	Deficiencies of suppliers
	86%



	Incompetent consultants
	87%



	Inefficient and ineffective contractors
	92%



	Unreliable utility providers
	80%



	Deficiencies of facilitators
	98%



	e.g. provision and dissemination of information and in the provision of cross-cutting forum for strategising industry matters
	



Lack of adequate project briefs

A client brief is the cradle of a project, as it captures the need to be fulfilled by a construction facility. Respondents indicated that in many cases the briefing process was often mishandled, leading to changes in scope during the design and/or construction phase.

Lack of project management approach

There was absolute agreement that sound project management practices are rarely applied in the public project delivery processes. This leads to a number of deficiencies; the project processes are often conducted as disjointed stages, most often overseen by different people. This results in a lack of coordination and a loss of continuity in information and enthusiasm.

Lack of effective project supervision

As a result of using a TPS, the design consultants (architects and engineer) are contracted to supervise the quality aspects of the construction phase of the project. It was noted that these consultants only visit the project sites during site meetings and are therefore not effective in the supervision process and ensuring the quality of the completed asset.

Lack of a prompt payment system for suppliers

Respondents bore testimony to the fact that all public projects have funds already committed for use. This means that, particularly in Botswana during the period prior to the recession, funds had been available for the execution of all planned projects. However, suppliers noted that they often received their progress payments beyond the contracted time, primarily because of bureaucratic inefficiencies.

Deficiency of Regulators

A few issues were raised about project process regulators; specifically, the lack of capacity to monitor and enforce anti-pollution regulations as well as health, safety and quality standards relating to construction issues. However, the discussion frequently centred on issues relating to the regulation of the procurement process and suppliers.

Procurement regulation

It was noted that ever since the Public Procurement and Asset Disposal Board (PPADB) and the Local Authority Procurement and Asset Disposal (LAPAD) were established, they have focused on the procurement mandate and “outsourced” the registration process to the project procurement entities. Often the latter do not have the resources, time and motivation to initiate a proper assessment and monitor contractor performance to provide up-to-date reviews of contractors. Therefore, it is possible that a significant number of contractors are registered in a class that does not match their capability.

Due to the lack of monitoring by the awarding body, it was noted that past performance reports are never considered during the tendering process. This places projects at considerable risk of an incompetent contractor (who may have performed poorly in the past, and perhaps even abandoned projects) being awarded a tender without any scrutiny, sanctioning or rehabilitation. Wherever end-of-activity or determination reports are produced, they are never considered in the adjudication process.

Finally, it was noted that the public procurement regime does not expeditiously award the tenders, creating a challenge for suppliers. Public project procurement is a multi-stage process which includes evaluations by consultants and project managers resulting in a recommendation to the procurement regulators for adjudication. While it is important to resolve these issues before a bid is awarded, it was noted that in some cases the evaluation and adjudicating process took so long that the prices used to prepare the bid became irrelevant.

Regulators of suppliers

Two types of suppliers came into the spotlight – consultants and contractors. Consultants provide a range of professional services to projects, including engineering, architecture, landscaping, quantity surveying, and environmental impact assessment. Though there have been efforts by consultants to form professional societies for self-regulation and development, this has not been effective due to the voluntary nature of the affiliation. Therefore, their competence and conduct should be regulated by appropriate statutory professional bodies.

Although the construction phase consumes on average between 80–90% of the project development costs, there is no institution that develops and regulates the conduct of government suppliers. While procurement regulators have developed a code of conduct to regulate the conduct of contractors (Lionjanga, 2010), they have yet to enforce it.

Deficiencies of Suppliers

Contractor deficiencies

It was noted that contractor deficiencies encompassed a lack of competency and inappropriate behaviour. Respondents complained that most contractors, especially at lower levels, lack management skills that include an inability or unwillingness to employ sufficient and/or skilled personnel. Poor decision making, such as not knowing which equipment to purchase and which equipment to rent, was also cited. Such decisions can delay a project because the equipment is not on site or encumber capital if the equipment is not fully utilised. In addition, respondents noted that some contractors overstretch their organisational capacity and cash flow with multiple or distant jobs, leading to logistical challenges.

Furthermore, it was noted that contractors were often found to lack key skills in project management, including estimating and pricing, project planning, site management and risk assessment. More importantly, they often lacked financial management skills and the proper understanding of project contractual documents and other related matters; in some cases, they could not properly meet their obligations or understand their rights.

Consultant deficiencies

In a TPS system, consultants offer three major services: design, construction supervision and cost management. The major deficiencies of consultants were identified in terms of incomplete designs at the tender stage and ineffective supervision during the construction phase.

Deficiencies of utility providers

Almost no project commences without the need for utilities in the form of water, electricity or telephone. Therefore, utilities must be promptly installed whenever they are requested. However, there was an overwhelming concern regarding the manner in which utility companies provide such services to projects. Most notably, there was a concern that, for building projects, utility companies are often late in connecting services, resulting in delayed testing and commissioning of building facilities.

For road construction projects, utility providers were blamed for some of the delays because of their failure to promptly relocate services in accordance with the construction programme. It was noted that this occurs despite the fact that representatives from utility companies are always invited to project planning meetings. This occurs even when utility companies are paid in advance for the installation or relocation of service lines and given a programme as to when they should carry out the work.

Deficiencies of Facilitators

Facilitating entities are supposed to aid the project delivery process by providing supportive services that are not necessarily contractual. In other words, they are supposed to create a conducive environment for the construction business. Though there are many facilitating entities, BOCCIM became the focus of discussion. Its role was viewed as falling short of stakeholder expectations.

Related to the issues of coordination and leadership is the lack of an industry-focused provision and dissemination of information for the industry. Industry stakeholders are desperate for information relating to cost/price indices, job markets and industry performance. In the current situation, information is either scant or requires excessive effort, time and expense.

Furthermore, the industry finds itself with no forum for discussing the multifaceted issues in the industry. It was noted that lack of a forum often left the industry with little room to discuss and tackle the issues which occur from time to time, such as the increasing trend of corruption and the Chinese dominance of the industry.


IMPLICATION OF FINDINGS

The most desirable research outcome is the generalisability of the results in both a local and wider context (Leedy and Ormrod, 2005). The nature of the sampling used for both the project data and the selection of interviews in this study was not random, and could be viewed as limiting the generalisability of the results. Additionally, it would have been beneficial to include the third metric of quality in the investigation. The inability to use random sampling and the exclusion of the quality metric in the study has already been explained in the section on the research approach.

Despite the above limitations, the overall aim of the study – to develop an understanding of the context of the industry before recommending any transformation initiative – was achieved. The study required a participatory approach in order to involve the stakeholders of the industry, as opposed to the survey approach which only seek their unsubstantiated opinions. This attribute outweighs the need for a quantitative approach that merely aims at achieving generalisability. Furthermore, the results were in agreement with anecdotal reports written by industry stakeholders (e.g., Palalani, 2000), media sources (e.g., Ramadibu, 2010) and official government observers (e.g., Kenosi, 2010). Due to the brevity required for reporting in this article, only the significant deficiencies have been briefly mentioned, as identified by more than half of the interviewed groups. Because of this, the results are highly indicative of the prevailing situation in the construction industry in Botswana.

The results indicated that the chances that a government project will encounter both a cost and time overrun are very high (between 79% and 92%). The severity of the overruns may be as high as 15% for cost and 75% for time. The implications of the overruns at a micro (project) and macro (national) level have been articulated in many research reports (e.g., Elinwa and Joshua, 2001). It can be concluded, therefore, that the construction industry is inefficient and ineffective in delivering public projects, and if the situation is left unchecked, it could seriously hamper the development of Botswana. A further study to investigate the quality metric is highly recommended to provide the full picture of construction industry performance.

In answering the second research question (RQ2), the reasons for such overruns were found to be on both sides of a contract (clients and suppliers). Reducing the deficiencies on the client side requires the installation of efficient and effective “soft” and “hard” systems. This would entail, for example, hiring and retaining competent and adequate personnel and using the best practices in project management. This could be mirrored on the supplier side, alongside a fully instituted and enforced regulatory regime. In addition, CPD should be promoted and conducted on both sides to develop and sustain skills.

Moreover, a wide gap was discovered in the construction business environment in the form of inadequate facilitation to ensure a smooth operating environment. Although this study concentrated on public projects, the participant responses often cast a wider net to include issues of the entire construction industry of Botswana. It is therefore highly recommended that the industry undergoes significant reform with the goal of creating a clear vision, a forum for discussion, a centre for collecting and disseminating information and, above all, providing leadership that galvanises the currently fragmented industry stakeholders.


CONCLUSION

The paper confirms anecdotal reports that the development of the infrastructural asset base in Botswana is inefficiently and ineffectively delivered. The main deficiencies in the industry that lead to this problem have also been identified. Through collecting and analysing data on cost and time for projects completed in a five year period, results indicated that there were serious performance problems. From a total of the 323 sampled projects, only 8% had been completed on time and within cost, while 21% of the projects had been abandoned. The causes of this dismal performance on public projects were identified as the decisions and actions taken by key stakeholders, namely clients, suppliers and regulators across the project spectrum. The deficiencies of each were identified, primarily arising from the inadequacy and ineffectiveness of the client personnel and the utilised systems; for the professions, it was the lack of an effective regulatory regime that created a myriad of sub-problems. The fourth factor was identified as the lack of an effective facilitative environment for the industry.

Although the solutions to the above problems are beyond the scope of this paper, a few are highlighted. First, the public client must ensure that there are adequate, well trained, experienced and motivated personnel who are able to deploy contemporary project management skills and systems. Second, all professions involved in the construction industry must have statutory regulatory bodies to oversee the development and conduct of the professionals (a few have been established but are not fully operational). Finally, some type of sector reform is needed to create a conducive climate in which projects are delivered in an efficient and effective manner. This may, for example, entail establishing an overarching body to galvanise the strategic efforts of the sector.
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APPENDIX

A Questionnaire for Soliciting Opinions on the Deficiencies of the Construction Industry in Botswana

1. In your opinion, how do the following affect the effective delivery of public construction projects?

i)           Clients and their representatives

ii)          Suppliers

iii)         Regulators

iv)        Facilitators in the business environment

2. What can be done to improve the situation?

_____________________________________________
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Abstract: Effective risk management can bring greater rewards to project performance by enhancing productivity. The objectives of this study are to identify the major risks associated with the Malaysian construction industry and to evaluate the practical measures that the various local construction industry players would take to respond to those risks. A mixed method of questionnaire and interviews was used to investigate the current trend of risk management implementation in the Malaysian construction industry. Financial risk and time risk are found to be the major risks in terms of the occurrence frequency and the impacts. A lack of knowledge and the associated costs of risk management application are the main reasons given by local contractors who lag behind in implementing risk management in their practices. It can be deduced that risk management is still at an early stage of development in the Malaysian construction industry.
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INTRODUCTION

The Nature of Risk

Risk often varies in the likelihood of its occurrence and its impacts from one project to another and risk changes its nature during the project life cycle (Smith, Merna and Jobling, 2006). A lack of project information, particularly in the early stage of a construction project, always leads to a higher degree of risk associated with cost, time and quality. The level of risk, however, may decrease with the project development. When risks are being realised as the project progresses, the increased level of certainty reduces the level of risk in the project.

Project risks often tend to be interrelated, but they can sometimes be considered in isolation. Risks can not only affect the achievement of project objectives but also influence the occurrence of one another. According to Loosemore et al. (2006), the perception of risk varies at both individual and organisational levels because different people hold different views and have different understandings of a particular risk’s components, sources, probabilities, consequences and preferred actions. People’s beliefs, attitudes, judgments and feelings are believed to influence risk perception to a certain extent (Akintoye and Macleod, 1997).

Risk, however, does not necessarily involve only bad outcomes and negative consequences; it can also refer to the chances of positive events (Jaafari, 2001; Hillson, 2002; Baloi and Price, 2003; Project Management Institute [PMI], 2004; Standards Australia/Standards New Zealand, 2004; Loosemore et al., 2006; Jannadi, 2007). PMI includes both threats (negative risks) and opportunities (positive risks) in the definition of risk. Loosemore et al. (2006) also holds the view that risks and opportunities are complementary in their nature, i.e., every risk can be regarded as an opportunity and every opportunity has an associated risk. Bunni (2003) also advocates that risk in Chinese, wei ji, combines the meanings of “danger” and “opportunity“, thus confirming the interchangeable nature of risk between threat and opportunity. Risk is hence defined as a possible future event, the occurrence and consequences of which are uncertain, but which could affect the company’s ability to achieve its project objectives (Loosemore et al., 2006). Risk is regularly expressed in terms of probability of occurrence and magnitude of the consequences for loss or gain, i.e., risk is equal to the probability of occurrence multiplied by the consequences (He, 1995; Ward, 1999; Kerzner, 2003; Jaafari, 2001).

This study includes both opportunity and threat explicitly in the definition of risk. By taking into account the maturity of risk management in the local construction industry, the scope of risk definition is nevertheless mostly constrained to the downside risk.

Objectives

This study identifies risks associated with the Malaysian construction industry. The three objectives in the study include the following: (1) to identify the major risks associated with the local construction industry, (2) to identify the preferred risk management tools used by the construction players and (3) to evaluate the practical measures taken by local construction industry players in response to risk.

Limitations

The sample size of the questionnaire is derived from the population of Peninsular Malaysia. Because of logistics limitations, sampling for the interviews is restricted to the Selangor, Kuala Lumpur and Johor states. The discounted response rate is approximately 7.5%, i.e., 45 surveys of 600 were returned. A failure in delivery of the questionnaire may have contributed to the low response rate. Some of the mailing addresses and email addresses obtained from the sources may be incorrect or invalid, especially when the information provided may be outdated. Moreover, some questionnaires may have been unsuccessfully delivered through email if they were considered spam, thus landing in the spam filter or trash mailbox of the recipients. This low response rate has some effects on the validity of the study, but is nevertheless sufficient to provide useful indications concerning the issues under investigation.

AN OVERVIEW OF RISK MANAGEMENT

Risks which have not been identified and managed are undoubtedly unchecked threats to a project’s objectives, which in turn may lead to considerable overruns in cost and scheduling. For this reason, a systematic approach must be taken to manage risks throughout the development of a project (Mills, 2001). Risk management is a proactive decision-making process, which involves accepting a known risk and/or taking steps to mitigate the impact and likelihood of the occurrence of risks, to minimise the threats and maximise the opportunities (Loosemore et al., 2006). Despite numerous risk management processes proposed in the literature (He, 1995; Chapman, 1997; Tah and Carr, 2001; Standards Australia/Standards New Zealand, 2004; PMI, 2004; Loosemore et al., 2006), the five main steps in the risk management process are, generally, risk planning, risk identification, risk analysis, risk response and risk monitoring and control.

An effective implementation of a risk management system not only brings a higher level of awareness of the consequences of risk but also focuses on a more structured approach, more effective centralised control and better transfer of risk information between parties. It can reduce long-term loss expenses and project time overruns (Edwards, 1995). Risk management can help assess and ascertain the viability of a project to ensure that it is worthwhile (Smith, 2003). Statistical data concerning past projects can be used to model risks more effectively for future projects (Simister, 1994). However, it does not completely remove all risks from a project. It only reduces the probability of occurrence and induced impacts to ensure that the risks are managed in the most efficient and effective manner (Capper, 1995). Successful risk management should convert uncertainty to risk and convert risk to opportunity. The project and organisation would hence achieve more gains by maximising opportunity, minimising risk and reducing uncertainty.

The first stage in the risk management process, risk planning, involves planning how to approach and perform risk management to ensure that the level, type and visibility of risk management are commensurate with both the size of the risk and the importance of the project. The project objectives are established and the responsibilities are assigned to the relevant parties in the risk planning stage (PMI, 2004). Risk identification, the second stage in risk management, identifies potential risks by recognising, filtering and ranking the risks in a risk profile. According to Zou, Zhang and Wang (2007), risk classification is an integral part of risk identification. Risks of different types are placed in different categories by considering their predetermined characteristics (Aleshin, 1999).

The third step is risk analysis, which captures all feasible options and assesses the various outcomes of any decision (Flanagan and Norman, 1993). There are three approaches used in risk analysis, qualitative risk analysis, semi quantitative risk analysis and quantitative risk analysis (Loosemore et al., 2006). The choice of approach depends on the type and size of the project, information available, the cost and time available, the expertise of the analysts, the extent of innovation and the ultimate use of the results (Smith et al., 2006).

Qualitative risk analysis is a simplistic technique describing risks in linguistic variables, subjectively, making a quick assessment, or it may be of specific use in identifying attitudes to risk (Morledge, Smith and Kashiwagi, 2006; Godfrey, 1995). A risk-scoring matrix (or a probability/impact matrix) is a tool commonly used in qualitative risk analysis. Semi quantitative risk analysis makes a subjective assessment of the frequency of risk and an objective assessment of risk consequences (Mead, 2006). Additionally, quantitative risk analysis represents risks in mathematical form to quantify them in terms of performance in quality, time and cost (Morledge, Smith and Kashiwagi, 2006).

Risk response, the fourth stage of risk management, is the establishment of a strategy to mitigate the potential threats and maximise the potential opportunities (PMI, 2004). Six typical risk responses are retention, reduction, control, sharing, transfer and avoidance (Loosemore et al., 2006; Kerzner, 2003). The selection of response must be appropriate to the significance of the risk; it must be cost effective and realistic with regard to the timing of the project; it also must be agreed upon by other involved parties.

Risk retention involves acknowledging that a particular risk situation exists and making a conscious decision to accept the associated level of risk, without engaging in any special efforts to control it (Kerzner, 2003). Risk reduction is an approach used to bring the probability and impact of the risk down below an acceptable threshold and risk sharing is principally achieved through a contractual mechanism to develop a sense of collective responsibility among the project stakeholders (Loosemore et al., 2006). Risk control does not attempt to remove the source of the risk, but seeks to reduce the risk itself (Kerzner, 2003). Risk avoidance is a refusal to accept the risk, or action taken to ensure that the risk is not going to happen. Risk transfer shifts and reallocates, along with ownership, from one party to another third party, without changing the total amount of risk or reducing the criticality of risk sources (Smith, Merna and Jobling, 2006; PMI, 2004).

In the risk monitoring and control stage, it is essential to ensure that the desired effects of the implementation of risk responses are achieved throughout the project life cycle. Risk management documentation is reviewed and updated from time to time and the outputs of risk monitoring and control can provide lessons for future decision makers (Morledge, Smith and Kashiwagi, 2006). The effectiveness of risk response is evaluated on an on-going basis throughout the project to correct any inappropriateness of the implemented strategy and to realign it with the project objectives. Feedback is necessary to review the treatment plan. It may loop back to the risk identification stage, whenever new risks arise or risks change their nature during the course of the project.

RESEARCH DESIGN AND METHODOLOGY

Pilot Testing

A pilot test was performed with the draft questionnaire using ten academics and practitioners to ensure the questionnaire was practicable and unambiguous. The pilot test can detect weaknesses in the design and instrumentation of the questionnaire; it can also provide proxy data for selection of a likelihood sample (Cooper and Schindler, 2003). The feedback from the pilot survey is important in improving the quality, finding gaps and determining the time required to complete the exercise (Fellow and Liu, 2003). The first draft of the questionnaire was derived from the literature review and documentation. Several revisions were made to construct an applicable and understandable questionnaire. The improved questionnaire was subsequently sent by mail or email to the respondents.

In addition, two preliminary interviews were conducted to explore in-depth risk management knowledge and to establish an appropriate target group of respondents. One of the preliminary interviewees was an academic from a local university with a strong background in risk management. Another interviewee was an experienced consultant who had worked in the local construction industry for more than 15 years.


The Questionnaire

A mixed approach of qualitative and quantitative methods was used in the study. According to Naoum (1998), quantitative data are not abstract but consist of measurements of tangible, countable and sensate features of the world. The questionnaire is a quantitative method used to collect data from a sample representing the potentially large population being studied (Cooper and Schindler, 2003). Approximately 600 questionnaires were sent out from January to February 2008, to members of the construction industry in Peninsular Malaysia, including developers (20%), contractors (60%), architects (10%) and engineers (10%). The sample selection was chosen based on the results of preliminary interviews and the pilot study. The construction key players were all included to avoid any bias or favouritism of the study to any particular party. The questionnaires were delivered to respondents by email or website (50%), by post (41.67%) or by hand (8.33%).

A five-point Likert scale was used to measure the frequency of risk management application, following the studies of Kwok, Then and Skitmore (2000), Rao and Mak (2001) and Lyons and Skitmore (2002). A weighting of 1, 2, 3, 4 or 5 was assigned to represent “never“, “seldom“, “sometimes“, “frequently” and “very frequently“, respectively. Using weighted average scoring (WAS), the sum of the products of the number of responses and the weighting was divided by the total number of responses. The higher WAS score would thus imply a more frequent risk response employed by the local practitioners.

Interviews

Interviews were used as a follow-up procedure to further investigate the responses of the surveys (McNamara, 2008). Interview questions were derived from the analysis results of the questionnaires. For example, the project stage with the highest risk occurrence was examined to explore its underlying causes and phenomena in depth. Face-to-face interviews with semi-structured questions were used because the observation and non-verbal communication can help to improve the quality of the information gathered. Eight interviewees were chosen from different disciplines to reduce bias and to achieve higher accuracy. They included one architect, one civil and structural engineer, two Grade 3 contractors, one Grade 7 contractor, two government representatives and one developer.

All interviewees were asked ten standardised open-ended questions, which were sent to interviewees by email in advance. Open-ended questions were used as a guide in the interview to focus the interview content more effectively, while still allowing a degree of freedom and adaptability in obtaining the information (McNamara, 1998).

RESULTS AND ANALYSIS OF FINDINGS

Some questions obtained in the surveys were left incomplete, especially in the section of open ended questions that asked for future suggestions or recommendations. A risk response table was created to examine the preferred risk treatment plan in addressing a unique risk. The respondents might have found some ambiguity and difficulty in understanding the risk response table because of the complexity of its matrix structure. The final response rate was 7.5%, i.e., 45 of the 600 questionnaires were returned.

The responses show that 73.33% of respondents are from the private sector, 15.56% are from both government and private sectors and 11.11% are from the government sector. The majority of the respondents (56%) have worked in construction for five to 15 years. Years of experience of respondents in rank order are 10 to 15 years (29%), five to 10 years (27%), more than 20 years (20%), less than five years (13%) and 15 to 20 years (11%).

Risk Occurrence throughout the Project Stages

The life cycle of a construction project can generally be divided into five stages: feasibility, design, tendering, construction and handling and maintenance. Different types of risk arise at different stages in construction. Because of the low level of certainty, higher levels of risks would normally occur at the outset of a project, yet the amount of money at stake at the initial stage is also comparatively higher than at other stages. As the project progresses, the level of risk reduces with the increasing level of certainty. At a later stage, the amount of investment at stake is low because the investment made earlier has been realised for the project development. The data in Table 1 show that the construction stage has the highest risk occurrence, with a mean of 3.80. This result is followed by tendering (2.91), feasibility (2.53), design (2.44) and handling and maintenance (2.29).

From the findings of the interviews, the construction stage is recognised as the project stage with the highest frequency of risk because it always involves many investments and takes a long time for completion. Moreover, more unexpected events generally take place in the construction stage than in the other four stages.


Table 1. Risk Frequency in Various Project Stages
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The Identification of Major Risks

A risk profile includes risk frequency and impacts on the achievement of project objectives. In practice, it is impossible to identify all the risks in a project (Smith et al., 2006). The effort required to consider every single risk is time consuming and it is also counter-productive in its effect. It is therefore essential to identify critical risks only and prioritise them for effective and efficient risk management. Consideration is given to risks associated with high occurrence and catastrophic impact only. High frequency risks with marginal impact should be given higher priority than infrequent catastrophic risks. Table 2 shows the frequency of occurrence of different risks in the industry and their negative impacts on project cost, time and quality.


Table 2. Risk Frequency and Its Negative Impacts on the Project Cost, Time and Quality Achievement
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As Table 2 shows, financial risk and time risk are identified as the major risks in the Malaysian construction industry, with a mean of 3.844 and 3.644, respectively. Both types of risk contributed the most significant negative impacts on project performance in terms of cost, time and quality. They have overriding impacts on project achievement, i.e., if the project can keep to the predefined budget or completion time. Financial risk and time risk are therefore identified as the most significant risks associated with the Malaysian construction industry.

The drivers of financial risk and time risk are investigated in the interviews. Most local construction players believed that late payment and escalation in material costs are the main causes of financial risk. Meanwhile, the time risk is always affected by other risks, such as technical risk, risk associated with uncertain weather, personnel risks, risk caused by an uncertain political climate and changing regulations. These findings further confirmed that risks are interrelated, i.e., the incidence of one risk may trigger the occurrence of other risks.

The Level of Risk Management Practiced in the Industry

Although a variety of different risk management models and frameworks have been proposed by a range of institutions, associations and professionals, they commonly include the common features risk identification, risk analysis and risk response. The survey shows that only eight out of 45 organisations, or 17.78%, employ a formal risk management process in their practices. Most respondents practise only risk identification, without further analysis of the probability of risk frequency or impact severity.

Tools and Techniques Used in Risk Management

Although various tools and techniques are available to use for risk management, five common risk management techniques were selected for this study, checklist, sensitivity analysis, Monte Carlo simulation, risk register and brainstorming. These five techniques are selected based on the results of the pilot testing and the literature review.

Because only eight out of 45 organisations have practised formal risk management, the use of risk management tools and techniques are investigated from the perspectives of these eight organisations. Figure 1 illustrates that brainstorming is the most popular tool among the local construction industry, where seven out of eight organisations (87.5% of the organisations who apply risk management) apply it in their practices. Checklist is the second most popular risk management tool, where five out of eight organisations (62.5%) use checklist as a risk management tool. The data also show that three out of eight organisations (37.5%) apply sensitive analysis and two organisations (25%) employ risk register to manage risk. Monte Carlo simulation is not used by any of the respondents.

The results show that risk management in the Malaysian construction industry relies mostly on risk identification and qualitative risk analysis. It can be deduced that local practitioners do not make use of quantitative analytical tools such as sensitivity analysis and Monte Carlo simulation. Brainstorming and checklists are recognised as the most popular risk management tools used in the practice. In addition, local practitioners tend to implement risk management informally, without proper documentation of all risk inputs and outputs. This tendency undoubtedly reduces the effectiveness and efficiency of risk management, as the risk database is not appropriately set up to serve as a data source for similar future projects.
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Figure 1. Risk Management (RM) Tools Applied in Local Construction Organisation



Risk Responses Employed to Manage Financial Risk

In view of the unique characteristics of different risks, it is necessary to adopt different strategies in dealing with different types of risk, to manage them more effectively. Table 3 shows that risk retention is most preferred by local construction practitioners for financial risk management, obtaining the highest frequency of 3.53. This result is followed by risk control (3.20), risk reduction (3.15), risk sharing (3.03), risk transfer (2.97) and risk avoidance (2.88).


Table 3. Risk Response for Financial Risk
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There are two types of risk retention, i.e., passive retention and active retention. Passive risk retention acknowledges the existence of risk without responding further and active risk retention allocates an essential allowance to support a contingency strategy for projects whenever necessary. Both passive and active risk retention have been employed widely in the local construction industry. The interview findings reveal that the preference of risk retention in managing financial risks is largely because of uncontrollable factors; however, it is also favoured because of the closed-minded attitudes of the local practitioners. Financial risk is always regarded as uncontrollable, especially with respect to worldwide issues, such as the increasing global price of construction materials. The intrinsic attitudes and perceptions of the local players may also have a certain degree of impact on the preference of risk retention in managing financial risk.

Risk Responses Employed to Manage Time Risk

Time risk, referring to risks of tight scheduling, inappropriate time allocation and short bidding time, is frequently triggered by other risk factors such as weather risk, technical risk and design risk. The survey results reveal that most of the local construction practitioners opt to use risk control in dealing with time risk, with the highest mean of 3.28. Following risk control in relative frequency are risk reduction (with a mean of 3.00), risk avoidance (2.91), risk retention (2.58), risk transfer (2.42) and risk sharing (2.33). Table 4 shows the risk response preferences of local construction players in managing time risk.

The interview findings probe further into the underlying reasons for the preference for risk control in managing time risk. Time risk can be reduced in its likelihood of occurrence and the severity of impact through the manipulation of other resources. For example, additional resources, including human resources, equipment and money, can be allocated to reduce the delay in a project. A compromise may be required to balance the time risk and the financial risk to achieve the best situation for the project. The employees are often required to work overtime, especially in project-tendering and payment-issuing periods.


Table 4. Risk Response for Time Risk
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Why Local Contractors Lag Behind

The findings show that risk management is not widely implemented in the local construction industry. Approximately 26.67% of the respondents indicate that a lack of knowledge about risk management is the major factor leading to local contractors lagging behind their foreign counterparts with respect to risk management. This result is followed by cost (24.4%), lack of awareness (15.56%), lack of exposure (8.89%) and lack of incentives from the government (8.89%).

However, the respondents’ feedbacks, especially from the employers of small-sized organisations, indicate that risk management cannot be adapted fully in any case, given the current state of the construction industry in Malaysia. They feel that the implementation of risk management would consume much time and it may be unsuitable to the culture of the local construction industry, which is constantly in a state of hurriedness. The interview findings further support a lack of knowledge and the demands of cost and time as the major reasons for the contractors’ lagging behind in risk management practices.

DISCUSSION OF THE ANALYSIS OF FINDINGS

In the case of the UK, the top three risks in the construction business are commercial risk, contractual risk and operational risk (Amos and Dents, 1997). Santoso, Ogunlana and Minato (2003) found managerial and design factor to be the major and most significant problems in a high-rise construction project in Jakarta, in terms of frequency and risk impacts. In China, the most significant risk events are found to be financial risks, including capital return difficulty, owners’ delaying payment and owner’s unreasonable upfront capital demand (Fang et al., 2004). Additionally, Zou, Zhang and Wang (2007) also identified personnel risk, such as client risk, designer risk, contractor risk, subcontractor risk or supplier risk, as major risks in the Chinese construction market.

In the Malaysian case, financial risk and time risk are identified as the major risks. The findings show that the emergence of financial and time risks is largely because of frequent late payments and poor planning that plague the performance of the local construction industry. Because risks are interdependent, financial risk and time risk could trigger the occurrence of one another, bringing cumulative effects to the achievement of project objectives.

The survey results also confirm that different types of organisations are subjected to different types of risks because they enter and engage the project at different stages. For example, contractors are prone to financial risk, time risk, physical risk and safety risk, but architects and engineers are primarily exposed to design risk, personnel risk and contractual risk. Clients and developers tend to experience more financial risk, time risk and personnel risk than other project parties.

According to Akintoye and MacLeod (1997), UK construction firms tend to treat risk differently and risk responses, ordered from the most often to the least often used, are risk transfer, risk retention, risk avoidance and risk reduction. Another study conducted by Amos and Dents (1997) showed that risk retention is the most common response in the UK construction industry, followed by risk reduction, risk removal, risk transfer and risk avoidance.

Different risk responses should be adopted for different types of risk for effective and efficient risk management because risks are characteristically unique and specific. The preferred treatment plan for financial risk and time risk are risk retention and risk control, respectively. An arbitrary allocation of a 10% contingency sum in the contract total is one of the methods of risk retention; it is simple and convenient. Time risk can be controlled through an application of advanced construction technology and/or the allocation of extra resources.

As stated by Akintoye and MacLeod (1997), formal risk management is rarely used, not only because of a lack of knowledge but also because of doubts in the suitability of risk management techniques for construction activities. From the findings, construction players in Malaysia also seldom employ formal risk management in their business practices and it may be because of a lack of knowledge and a lack of exposure to risk management. Although local organisations sometimes apply risk management, the applied risk management method typically amounts to undocumented practices, which unfortunately fail to achieve the full benefits of formal risk management practices.

CONCLUSIONS AND RECOMMENDATIONS

The findings demonstrate that financial risk and time risk are the major risks in the Malaysian construction industry. Both types of risks have a considerable impact on project performance in terms of cost, time and quality. A greater improvement in project performance is more likely to be achieved by focussing on the management of these two major risks, rather than by handling a larger number of minor risks. The construction stage has highest level of risk in its project life cycle because it involves a high investment of money, time and effort in the project completion. The lack of proper risk management practices is most likely one of the reasons the local construction projects are experiencing schedule and time overruns.

The results of the questionnaire demonstrate that many organisations in the local construction industry do not practice formal risk management. Instead, the most popular risk management tools used are brainstorming and checklists, which rely on highly subjective experiences. The sole use of checklists cannot be regarded as a formal risk management technique. A systematic risk management application is significant because informal risk management fails to provide useful risk-reporting for future project reference.


The interview findings suggest a low level of risk management knowledge among local construction practitioners as a factor for local contractors lagging behind their foreign counterparts in risk management application. In addition, the attitudes of local contractors towards risk management are not as encouraging as those in more developed countries. The lack of a positive attitude towards risk management application and a relatively low level in risk management knowledge leaves room and opportunity for improvements in the local construction industry.

In short, the awareness of risk management is still at a relatively low level in the current Malaysian construction industry. A resistance to change and the satisfaction of contractors with the current management system are believed to be the main contributors to the low level of awareness. The government should encourage the application of risk management by enforcing it as a prerequisite in tendering construction projects and in the application for the advanced grade promotion of contractors in their tendering capacity. It is suggested that an established local construction company should lead in the implementation of risk management in the Malaysian construction industry to prove the remarkable benefits of risk management practices. A proper guideline and model should be developed to steer local construction players towards a formal practice for risk management. The results of this study would not only provide an indicator for the development of risk management in the Malaysian construction industry, but they could also serve as an example for other developing countries.
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Abstract: Construction safety on project sites is of utmost importance due to the nature of the construction industry. However, it is usually a secondary concern in a market-driven society where the main concern is completing projects at the required quality with minimum time and cost. Thus, safety issues are considered only after an accident occurs at a construction site with follow up measures to improve working conditions, especially in developing countries. In Sri Lanka, according to the International Labour Organisation, one out of six accidents and 25 out of 40 deaths occur at construction sites due to negligence or carelessness. These statistics show that safety is not adequately considered in the Sri Lankan construction industry. Therefore, proper safety management in construction is of utmost importance; hence, this study aims to introduce a benchmark to measure construction safety through a proposed safety management assessment framework. Factors affecting construction safety performance were explored through a questionnaire survey conducted in Sri Lanka. The results suggest that a benchmark of construction safety should be considered across six dominant groups of factors: management commitment, management measures, implementation, project nature, individual involvement and economic investment. Management commitment is the most dominant factor that affects construction safety and consists of implementing organisational safety policies, assigning safety responsibilities at all levels, etc. The proposed management framework will facilitate a benchmarking process and initiatives for improving construction safety performance in developing countries.
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INTRODUCTION

Workplace safety is a core consideration for all types of organisations that are accountable for protecting and optimising the functionality of human resources. In regard to construction, ensuring workplace safety is not an easy task. Occupational accidents in the construction industry cause economic and social problems in organisations, as well as countries (Rubio et al., 2005). Among all industries, construction has the highest rate of accidents, including deaths and disabling injuries, worldwide (Koehn, Kothari and Pan, 1995; Fang, Song and Huang, 1999; Ahmed et al., 2000).

Although it is difficult to quantify labour accidents on a global scale, a study by López-Valcárcel estimated that approximately 350,000 workers die every year due to labour accidents. Of these accidents, 60,000 occur in the construction industry worldwide (López-Valcárcel, 1996). Farooqui, Arif and Rafeeqi (2008) compared fatality rates (deaths per 100,000 employees) in global scenarios of all industries to that of construction industry in 2002 and discovered that the fatality rate in the construction industry is relatively high compared to other industries. In Hong Kong, the fatality rate in the construction industry is 64.2, while it is 8.6 across all other industries. In Canada, it is 6.1 in all industries but 20.9 in the construction industry. The fatality rates are higher in the construction industry than in all other industries in Australia, Sweden and United Kingdom. These statistics clearly indicate the unsafe nature of the construction industry (Farooqui, Arif and Rafeeqi, 2008). In Sri Lanka, as in other countries, the extent of construction accidents is more severe when compared to other industries (Rameezdeen, Pathirage and Weerasooriya, 2003).

Efforts have been made to address this problem, but the results are far from satisfactory as construction accidents continue to dominate. Despite programmes implemented by government authorities at a national level and the initiatives of private companies, the number of construction accidents remains alarmingly high (Teo, Ling and Chong, 2005). It is evident that these efforts are not sufficient to control the occurrence of unsafe acts at construction sites.

According to Sawacha, Naoum and Fong (1999), accidents at work occur either due to lack of knowledge, training or supervision, lack of means to carry out a task safely, errors in judgment, carelessness, laziness or total irresponsibility. In addition, the lack of a controlled working environment and the complexity and diversity of the sizes of organisations have an effect on safety performance in the industry (Sawacha, Naoum and Fong, 1999). De Silva, Rajakaruna and Bandara (2008) found that inadequate safety precautions, non-implementation of rules, limited funds, deficient knowledge and unqualified officers cause unexpected accidents in the construction industry in Sri Lanka. Furthermore, according to an annual report published in 2002 by Institute of Construction Training and Development (ICTAD), the safety practices adopted at construction sites are far below acceptable standards (ICTAD, 2002). Additionally, the low educational level of many construction workers is a barrier to improving safety at construction sites in Sri Lanka.

The challenge is to determine the predominant factors and develop a benchmark for measuring safety management in the construction industry to foster safe working environments at construction sites. The key factors influencing safety management have not previously been the focus of research, and to date, no safety management framework has been formulated as a benchmark for construction safety management in developing countries. Thus, the aim of this study is to develop a method for measuring safety management on construction sites by identifying factors that affect construction safety performance. The final objective is to provide a framework for safety management that can be used as an effective tool for improving safety management at construction sites.

The next section will present a comprehensive literature review of the relevant theories associated with construction safety management in general. Subsequently, the design of a framework to foster safe work environments in the construction industry is discussed. The research methodology is then presented, followed by the results. The safety management framework was developed to establish a benchmark that can be applied within construction sites to ensure proper management of construction safety.


CONSTRUCTION SAFETY MANAGEMENT

Construction site safety is no longer a term merely associated with technical issues. Emphasis is placed on how project management can help improve site safety (Suraji, Duff and Peckitt, 2001). Safety management is now integrated into project management.

Construction Safety Management is a method of controlling safety policies, procedures and practices on construction sites (Wilson and Koehn, 2000). It is a dynamic process involving small or large adjustments made to site operations to achieve the desired goals without encountering unexpected “shocks” to normal business (Cheng et al., 2004). Furthermore, safety should be embedded as a management concept into every level of a company and every part of a cross-organisational project. When considering construction safety management, “safety culture” and “safety climate” are two important aspects (Flin et al., 2000). Safety culture is preceded by an extensive body of research into organisational culture and climate; culture embodies values, beliefs and underlying assumptions, and climate is a descriptive measure that captures the workforce’s opinion of the organisational environment (Gonzalez-Roma et al., 1999).

Safety can also be viewed as a broad quality measure (Walker et al., 2001). Pheng and Shiua (2000) stated that the industry not only aims for good quality buildings but is also keen to promote safe working environments at construction sites because quality and safety are two important aspects of a construction project. Unfortunately, both are frequently considered separately. Instead of operating two separate management systems, synergy can be achieved by integrating quality and safety into a common platform.

Management of occupational safety and health in construction has unique challenges. Despite such challenges, firms that demonstrate commitment to well-structured and well-funded safety programmes and techniques can effectively reduce incidents (Hallowell and Gambatese, 2009).

Safety management techniques must often be adjusted to meet the unique needs of the industry. Because most firms allocate limited resources for safety management, contractors are forced to carefully select from the available elements (Hallowell and Gambatese, 2009). To effectively manage construction safety, adherence to safety procedures is important when maximising safety performance. According to Jaselskis, Anderson and Russell (1996), construction safety management techniques improved significantly following the Occupational Safety and Health Act of 1970. This act placed the responsibility for construction safety on employers and resulted in a dramatic increase in safety planning and management efforts in the construction industry.

MEASURING CONSTRUCTION SAFETY PERFORMANCE

To overcome the limitations associated with existing methods, other measures of safety performance can be implemented (El-Mashaleh, Rababeh and Hyari, 2009). There are several methods for measuring safety performance at construction sites:



	Apply the concept of profiling, which consists of developing a corporate safety performance standard in a number of categories that are considered important by the clients’ project managers. Companies are then compared according to these categories, and a profile is developed (Fletcher, 1972).

	Conduct a safety audit as a comprehensive review of the company’s safety programme. A properly conducted safety audit will determine the strengths and weaknesses of a current safety programme (Kavianian and Wentz, 1990).

	Injury frequency, which is the number of lost-time injuries per million hours of exposure, is also a method of measuring safety performance (Jannadi and Al-Sudairi, 1995).


Additional models for measuring the effectiveness of safety management systems at construction sites have been developed in countries such as Singapore, Hong Kong and China (El-Mashaleh, Rababeh and Hyari, 2009; Chan, Chan and Choi, 2010). A decision support tool called ToolSHeDe was developed for the Australian construction industry to help designers integrate management of OHS risks into the design process (Cooke et al., 2008). Accident Rate (AR), Incident Rate (IR), Experience Modification Rate (EMR) and Score Card (SC) systems are some safety evaluation methods that have been introduced for better safety management. As Tam and Fung (1998) mentioned, the use of AR is inferior to the use of other indices because it measures performance simply by the number of accidents; it has been regarded as an unsound basis for comparison. The accuracy of IR depends on how honest a contractor is in revealing accidents, illnesses, fatalities and injuries. EMR is the ratio between actual claims filed and expected claims for a particular type of construction (Ng, Cheng and Skitmore, 2005). EMR formulae are relatively complex, and different versions of the calculations exist in practice, making EMR an inappropriate measure of safety performance for all types of companies (Hinze, Bren and Piepho, 1995).

Although there are established, standardised checklists to assess both physical and technical safety aspects at construction sites, these checklists do not assess management aspects. The conventional benchmarking approach in construction safety involves assessing safety performance by evaluating the physical safety conditions at a site, as well as accident records, but pays no attention to the management factors that influence site safety (Fang, Huang and Hinze, 2004). Thus, an effective measure or benchmark of safety management is an important element in improving safety management. It should facilitate assessing site safety and provide guidance with regard to prioritising safe management measures on construction sites.

FACTORS AFFECTING CONSTRUCTION SAFETY PERFORMANCE

Many research efforts on construction safety have focused on the factors that affect construction safety. These efforts identified a variety of ways that supervisors and managers of construction companies can impact the safety performance of a construction project. Most companies follow established safety guidelines and policies that meet Occupational Health and Safety guidelines. However, most incidents and injuries at construction sites are a direct result of not adhering to the established safety procedures; hence, construction safety performance can be affected by several factors.

Table 1 presents the factors that affect construction safety performance. Insufficient or lack of safety training is a managerial issue that can negatively affect construction safety performance, while conducting safety meetings, monitoring safety performance and inserting safety issues in regular meetings are other factors identified by Jannadi (1996) and Jaselskis, Anderson and Russell (1996). Post-accident investigations, safety campaigns and incentive schemes are management measures that can be implemented to improve construction safety performance (Tam and Fung, 1998 as cited in Yung, 2009).

It is vital to foster the commitment of managerial level employees to construction safety performance. Strong top management support and good labour relations affect construction safety performance (Jannadi, 1996; Fang, Huang and Hinze, 2004; Hinze and Rabound, 1988 as cited in Yung, 2009). Organisations can assign safety responsibilities to all employees to ensure construction safety (Jannadi, 1996). Company safety policies and safety management systems in accordance with relevant legislation can positively affect construction safety performance (Ng, Cheng and Skitmore, 2005; Teo, Ling and Chong, 2005 as cited in Yung, 2009).

Full-time safety officers and project safety officers can be appointed, and specific job site safety tours and inspections can be conducted to ensure better construction safety (Hinze and Rebound, 1988 as cited in Yung, 2009). According to studies by Jannadi (1996) and Lee and Halpin (2003) (as cited in Yung, 2009), site safety supervision and the provision of a safe environment are factors related to the implementation of safety systems at construction sites. The involvement of each and every individual at a construction site is a major factor in construction safety performance (Hinze and Gambatese, 2003 as cited in Yung, 2009; Fang, Huang and Hinze, 2004). An effective safety management framework was developed based on the above studies, and the factors affecting construction safety management are illustrated in Figure 1.


Table 1. Factors Affecting Construction Safety Performance



	Year
	Author
	Factors affecting construction safety



	1988
	Hinze and Rabound
	
Employment of full-time safety officers

Stronger upper-management support for safety

Conducting safety meetings for supervisors

Monitoring safety performance of supervisors

Employment of project safety officers

Conducting specific job site safety tours

Inclusion of safety issues in regular meetings

Employment of sophisticated scheduling methods

Presence of owner in coordination meetings

Lack of budgetary constraints





	1996
	Jannadi
	
Maintaining safe work conditions

Establishing safety training

Educating workers and supervisors in developing good safety habits

Effective control of the numerous subcontractors by the main contractor

Maintaining close supervision of workers

Assignment of responsibility to all levels of management and workers





	Jaselskis, Anderson and Russell
	
Upper management support

Time devoted to safety issues by the company safety coordinator

Number of informal safety inspections made by the company safety coordinator

Meetings with field safety representatives and craft workers

Safety training for new foremen and safety coordinators

Specialty contractor safety management

Company safety expenditures

Increased project manager experience level

Supportive upper management attitudes on safety

More formal meetings with supervisors and specialty contractors

Number of informal site safety inspections

Reduced craft worker penalties

Increased budget allocation to safety awards





	1998
	Tam and Fung
	
Provision of safety training

The use of directly employed labour

The use of post-accident investigation as feedback

Promoting safe practices by safety award campaigns and incentive schemes





	1999
	Mohamed
	
There was no strong positive correlation between commitment to safety management and any of the safety performance and pro-activeness variables





	Sawacha, Naoum and Fong
	
Management talks on safety

Provision of safety booklets

Provision of safety equipment

Providing a safe environment

Appointing a trained safety representative at site





	2003
	Hinze and Gambatese
	
Growth in company size

Safety intensive programmes were not necessarily associated with better safety performance





	Lee and Halpin
	
Preplanning

Supervision

Training





	2004
	Cheng et al.
	
Lack of attention to safety protection by workers

Lack of attention to safety management by main contractors/project managers

Insufficient safety training

Inadequate safety level

Tiredness of workers

Poor quality of construction materials and equipment





	Fang, Huang and Hinze
	
Organisational structure

Economic investment

Labour-management relations





	Tam, Zeng and Deng
	
Poor safety awareness of firm’s top leader

Lack of training

Poor safety awareness of project managers

Reluctance to allocate resources toward safety

Reckless operation





Source: Yung (2009)
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Figure 1. Construction Safety Management Framework



CONSTRUCTION SAFETY MANAGEMENT SYSTEMS IN DEVELOPING COUNTRIES

Protecting labour from occupational diseases and accidents in construction industry is defined by law in developing countries. At construction sites employing 50 or more workers, the main contractor must nominate a full-time safety inspector: for sites with an area exceeding 10,000 m2, there must be two to three safety inspectors; for sites with an area exceeding 50,000 m2, the main contractor must establish a safety management team (Tam, Zeng and Deng, 2004). In Botswana, clients’ attitudes and actions reveal that they consider Health and Safety as insignificant factors in considering construction projects (Musonda and Smallwood, 2008). Farooqui, Arif and Rafeeqi (2008) used the Safety Performance Index to benchmark industry performance; they found that even the basic practices required for safety are not present at most construction sites in Pakistan.

According to Jain (2007), construction safety management is a challenging task due to the dynamic nature of construction activities coupled with the involvement of an unskilled, illiterate and mobile work force in India. Jain (2007) stated that, in India, surrounding populations who are generally from an agricultural background and only speak and understand local languages become involved in construction activities. Hence, these factors also create additional challenges due to limited communication. Furthermore, construction is rated to be eight times more risky the manufacturing sector in India (Jain, 2007). Permana (2007) stated that workers have not been protected because safety regulations have not been thoroughly established, particularly in construction industries in Indonesia. Furthermore, he mentioned that construction accidents are continuously increasing in Indonesia.

Despite all of these factors, some researchers have developed Safety Management Systems to improve the safety performance at construction sites in developing countries. The Safety Culture Improvement Matrix is to be used as a self-assessment tool (Wright et al., 1999). The Balanced Scorecard tool assesses and benchmarks organisational safety culture as some of its outcomes (Mohamed, 2003). It has been argued that a performance measurement tool, which has a number of different but complementary perspectives, would enable organisations to pursue incremental safety performance improvements (Chinda and Mohamed, 2008). In Hong Kong, the Pay for Safety Scheme (PFSS) is an effective safety measures programme. Under PFSS, the “Site Safety” section of the bill of quantities covers all of the payable safety items (Choi, Chan and Chan, 2011). Approximately 2% of a contract sum is set aside for contractors to implement safety-related items. However, the fixed sum may be adjusted depending on the size of project. By encouraging the contractor to perform these necessary safety measures and items from the tender stage through project completion, PFSS is eventually expected to improve the overall safety performance of projects (Chan, Chan and Choi, 2010). The Score Card system introduced by Martinsons, Davison and Tse (1999) is not based on a solid research foundation, but it calculates weightings for each factor addressed in the study.

These developed frameworks provide guidelines for developing countries to assess safety management at construction sites. However, there is a need to assess factors affecting construction safety management from a managerial perspective, where the above-developed framework (Figure 1) can be used by key decision makers in construction projects.


RESEARCH METHODOLOGY

Data Collection

To devise a rational framework for safety management necessities, the establishment of the importance of safety factors is essential. A questionnaire survey with a 5-point Likert scale was chosen over other methods, such as Analytic Hierarchy Process (AHP) or Delphi, because of the views of various project participants.

When developing the questionnaire, safety factors identified through previous studies were considered (see section 4). The questionnaire consists of two sections: one (section A) concerns the importance of the main categories (see Figure 1), and the other (section B) addresses the evaluation of each main category with sub factors. A Likert bipolar scale of 1–5, where 1 is very low, 2 is low, 3 is medium, 4 is high and 5 is very high, was provided to gather and analyse the level of importance of each factor. Naoum (1998) stated that a data set is said to be ordinal when the values assigned need to be ranked and the intervals between values may not necessarily be equal or represent actual quantities. Bendixen and Sandler (1995) asserted that an ordinal scale can be considered as an interval scale provided that the distance (interval) between adjacent points is equal when a scale has at least five or seven categories (Garson, 2007). However, a 1–5 point Likert scale is preferred for this study because it creates a level of importance for each factor, while the 1–7 scale creates end values, such as not applicable. Because this study seeks to evaluate each factor of the construction safety framework in terms of its level of importance, a 1–5 Likert scale was applied rather a 1–7 scale. Furthermore, there is no rule regarding the use of four-point, five-point, seven-point or ten-point scales because the aim is targeted at the sensitivity of responses (Tan, 2002; Sarantacos, 1998; Spector, 1992).

Because the results of a study depend exclusively on the responses of the sample, the selection of experts was deemed to be of utmost importance (Shapira and Simcha, 2009). Thus, experts were expected to have extensive working experience in the construction industry, be currently or recently directly involved in construction safety management and have a detailed knowledge of overall safety aspects. The target population from which the sample was selected was composed of prominent professionals who had been engaged in construction safety management within Sri Lanka for at least 10 years. Professional project managers, civil engineers, quantity surveyors, architects and safety supervisors were selected from both consultancy and contracting firms, as indicated in Table 2.

A random sample of 40 prominent professionals was selected from the construction industry based on their working experience; from this sample, 36 responses were received, which corresponds to a response rate of more than 90%. According to Chan et al. (2001), the sample or group size could be from 10 to 50 participants.

The next section explains the analytical tools used to identify the importance and relative significance of the safety factors that were ultimately utilised to develop the proposed safety framework.


Table 2. Questionnaire Response Rates



	Organisation Type
	No. of Issued Questionnaires
	No. of Received Questionnaires
	Response Rate



	Consultancy Org.
	20
	17
	85%



	Architects
	5
	4
	



	Civil Engineers
	5
	4
	



	Quantity Surveyors
	5
	5
	



	Project Managers
	5
	4
	



	Contracting Org.
	20
	19
	95%



	Civil Engineers
	5
	5
	



	Quantity Surveyors
	5
	5
	



	Project Managers
	5
	5
	



	Site Supervisors
	5
	4
	



Data Analysis

Importance of main factors

The data collected from the questionnaire survey were analysed according to the Mean Score (MS), as performed by Ng et al. (2005):
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where

f = frequency of responses rating each main factor,

s = score given to each main factor by the respondents and

N = total number of responses concerning that factor.

The MS was then used to determine the Relative Importance (RI) of each main factor by
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where

RI(M)j = relative importance of the jth main factor and

MSj = mean score of the j main factor.

The results reveal that all six main factors are important for construction safety management because the MS of the results are greater than the median value “3”. “Management commitment” is the most important main factor, while “economic investment” is the least important one (see Figure 2). The results of MS and the RI for the main factors are illustrated in Table 3. Next, the results for the sub factors are revealed.
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Figure 2. Degree of Importance



Table 3. Summary of the Mean Scores of Main Factors



	Factors
	MS
	Relative Ranking
	Rl



	Management commitment
	4.40
	1
	0.182



	Implementation
	4.10
	3
	0.170



	Management measures
	3.93
	4
	0.163



	Project nature
	3.90
	5
	0.161



	Individual involvement
	4.13
	2
	0.171



	Economic investment
	3.70
	6
	0.153



Importance of sub factors

To establish the importance of each sub factor, MS was computed using the same formula used above, where f = frequency of responses rating each sub factor, s = score given to each sub factor by the respondents and N = total number of responses concerning that factor. Then, the RI of each sub factor was calculated as follows:
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where

RI(S)ij = relative importance of the ith sub factor under the jth main factor and

MSij= mean score of the ith sub factor under the jth main factor.


Table 4 summarises the mean scores and rankings of each sub factor. Among sub factors, “complexity of project” under the main factor “project nature” is the most important, while “safety rewards/incentives” under “management measures” is of the least importance. Sub factors such as “workers’ compensation insurance“, “safety training“, and “conduction of site safety inspection and supervision” can also be mentioned as crucial factors in managing construction safety.

Accordingly, the questionnaire survey results revealed that all sub factors and main factors are important for safety management because the values of MS are greater than the median. These results prove the theoretical outcomes identified in the literature review.

SAFETY MANAGEMENT ASSESSMENT FRAMEWORK

In developing the Safety Management Assessment Framework, a Performance Index (PI) for each sub factor is calculated, as in Ng, Cheng and Skitmore (2005). The RI of each sub factor and its corresponding main factor are combined with the weight score to generate a Performance Index. The PI represents the score that could be assigned to each factor according to the actual safety performance:
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where

PIij = performance index of the ith sub factor under the jth main factor and

PW = weighted score of different safety performance levels with 1 = Poor, 2 = Satisfactory, 3 = Good, 4 = Very good.

After calculating all of the potential index values for each sub factor under each performance scenario, the Safety Management Assessment Framework was developed according to the RI calculated above (Table 5). As an example, the index value for very good performance in “developing safety policies” can be calculated as follows:
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Based on the above Total Performance Score, benchmarks are established as follows:


	if the total score (or average score) is < 100, the performance is poor;

	if the total score (or average score) is between 100 and 225, the performance is satisfactory; and

	if the total score (or average score) is > 225, the performance is good.


Furthermore, if the total score (or average score) is equal to 400, the performance is very good.

These findings may help the various stakeholders of a construction project to more effectively manage construction safety because those factors may facilitate making key decisions in a project. When safety aspects are well managed, the frequency of accident occurrences can be reduced. Additionally, this research provides effective and efficient guidelines on construction safety for construction organisations, and the framework has also been tested by collecting feedback from industry experts. The experts’ opinions of the proposed safety assessment framework and its implications for industrial and academic development are included in the concluding remarks.


Table 4. Summary of Mean Scores of Sub Factors



	Factors
	MS
	Relative Ranking
	Rl



	Management Commitment
	
	
	



	Developing safety policies
	4.17
	10
	0.197



	Assigning safety responsibilities to site personnel
	4.27
	7
	0.202



	Developing in-house safety rules
	4.27
	7
	0.202



	Establishing safety management system with adherence to legislation codes and standards
	4.30
	5
	0.204



	Communication between management and workers at the site
	4.10
	11
	0.194



	Implementation
	
	
	



	Provision of plant and equipment maintenance
	3.90
	14
	0.235



	Conduction of site safety inspections and supervision
	4.37
	2
	0.263



	Employment of safety officer and safety supervisor
	4.10
	11
	0.247



	Provision of safe working environment
	4.23
	9
	0.255



	Management Measures
	
	
	



	Safety meetings
	3.83
	16
	0.246



	Safety plans and records
	3.87
	15
	0.248



	Safety rewards/incentives
	3.50
	20
	0.225



	Safety training
	4.37
	2
	0.281



	Project Nature
	
	
	



	Size of project
	3.57
	18
	0.303



	Complexity of project
	4.47
	1
	0.380



	Number of subcontractors
	3.73
	17
	0.317



	Individual Involvement
	
	
	



	Safety knowledge
	3.97
	13
	0.480



	Safety attitude
	4.30
	5
	0.520



	Economic Investment
	
	
	



	Safety investment
	3.57
	18
	0.450



	Workers’ compensation insurance
	4.37
	2
	0.550



Table 5. Safety Management Assessment Framework
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CONCLUSION

This paper provides a framework for evaluating safety management practices to improve safety performance in the Sri Lankan construction industry. To promote the objectivity of the framework, a range of key factors were identified through a comprehensive literature survey. Then, a Questionnaire Survey was conducted to establish the relative importance of each factor. Subsequently, the MS of each factor was analysed.

According to the responses of industry experts, all of the factors identified above (Figure 1) are very important in managing construction safety. None of the factors included in the questionnaire were rejected: all were identified as extremely important in managing construction safety. Overall, “management commitment” was found to be the most important main factor, while “complexity of project” was significant among sub factors. The main factor “economic investment” was less important, similar to the sub factor “safety rewards/incentives”.

The developed Safety Management Framework is a more comprehensive framework for evaluating construction safety management. This framework provides a broad approach for measuring construction safety in Sri Lanka. Construction Safety Management is a measure that should be benchmarked to ensure continuous improvements. Deviations from the best practices of construction safety can be investigated and improved through this framework by identifying failures. Therefore, this framework should be used within the industry as an effective management tool for site safety and to overcome threats of hazards before an accident occurs.

Additionally, contractors’ safety performances can be ranked according to their actual safety performances and be used in management decision-making. This proposed framework is a simple and direct tool for measuring contractors’ safety performances as well. When contractors are classified according to the above scores, this framework could assist decision-makers in a variety of ways, including the determination of tendering opportunities, insurance premiums, awards or sanctions or benchmarking performances.

Having reviewed the different existing safety evaluation methods, a more comprehensive framework for evaluating construction safety management was developed. This framework provides a comprehensive analytical approach for major decision makers at both the organisational and project levels that is not found in any existing system in developing countries. This benchmarking system can be used at the tender stage for categorising the safety performances of contractors into different grades and for self-assessment to identify deviations from best practices and adopt necessary precautions.
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Abstract: Delays are one of the biggest problems faced by construction firms. The objectives of this study are to identify non-excusable delay factors, their effects on project completion and means of minimising these delays. A questionnaire survey was conducted to solicit the causes, effects and methods of minimising delays with two groups of respondents: consultants and contractors. Data were collected and analysed using a weighted mean method. A total of 57 major factors that cause non-excusable delays were identified from the reviewed literature and were further classified into eight major groups. The findings of this study revealed 20 key factors that cause non-excusable delays. The resultant effects of non-excusable delays are time overrun, cost overrun and disputes, among others. Ensuring adequate financial sources, engaging competent project managers and making all necessary resources available are some of the most important means of minimising non-excusable delays. Since non-excusable delays are specific to contractors, this study concludes that contractors should review their activities so that construction work will not be delayed.
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INTRODUCTION

Construction projects are one-off endeavours with many unique features, such as long time spans, complicated processes, extremely challenging environments, financial strain and dynamic organisation structures (Zou, Zhang and Wang, 2007). Delay can be defined as a situation when the contractor and the project owner jointly or severally contribute to the non-completion of the project within the original, stipulated or agreed upon contract period (Aibinu and Jagboro, 2002). Clients or consumers are no longer content with only satisfying minimal cost, adequate functional performance, increasing interest rates, inflation and other commercial pressures, but are also concerned with using the shortest possible amount of time to complete the building project (Nkado, 1995). Ajanlekoko (1987) observed that the construction industry showed poor performance in terms of time. Seven out of 10 projects surveyed in Nigeria suffered delays in their execution (Odeyinka and Yusuf, 1997).

Ozdemir (2010) asserted that the construction industry has a very poor reputation for coping with delays. Delay analysis is generally either ignored or performed subjectively by simply adding a contingency. As a result, many major projects fail to meet scheduled deadlines. In a construction project, in which time truly equals money, the management of time is critical (Duran, 2006), thus predicting a likelihood that schedule delay plays a key role in overall project success (Luu et al., 2009). The foremost concern of every contractor is to ensure that the highest possible performance level is achieved in construction project delivery. Although performance is measured against the attainment of the project objective, it is only achievable if the causes and effects of non-excusable delays can be reduced through good practices in mitigating compensable delays. Persistent occurrences of non-excusable delays clearly signal to contractors in the Nigerian construction industry to at least be aware of the common factors contributing to non-excusable delays and then to take measures to prevent that recurrence. Non-excusable delays can be minimised when their causes are identified. Developing countries, such as Saudi Arabia (Assaf, Al-Khalil and Al-Hazmi, 1995), Malaysia (Yong, 1988) and Nigeria (Okpala and Aniekwu, 1988; Elinwa and Buba, 1993; Mansfield, Ugwu and Doran, 1994), suffer construction time and cost overruns. Therefore, the intentions of this paper are to reveal the causes, effects and methods of minimising non-excusable delays in the construction industry in Nigeria – a developing economy with a specific interest in revealing the level of importance of each factor. The study also intends to compare the outcome of the stated intention with previous research.

LITERATURE REVIEW

According to Acharya et al. (2006), delays in construction may be caused by the client, the contractor, the consultants, acts of God, or a third party and they may occur early or late in the job. Whatever the case may be, negotiating a fair and timely damage settlement is beneficial to all parties (Bushbait and Cunningham, 1998). Thus, ascertaining the length of the project delay serves as a basic piece of information for the appointment of responsibility, which may be a highly complex operation in cases with concurrent causes. In this respect, when a delay claim occurs, it is very important to assign responsibility and magnitude and it is often difficult to analyse the ultimate liability in delay claims (Kraiema and Dieknam, 1987).

Construction Delay

There are a number of definitions for “delay“: to make something happen later than expected; to cause something to be performed later than planned; or not to act in a timely manner (Mahdavinejad and Molaee, 2011). Each of these definitions can describe a delay in an activity of work in a schedule. On construction projects, as well as on other projects for which a schedule is being used to plan work, it is not uncommon for delays to occur. What is being delayed determines whether a project or some other deadline, such as a milestone, will be completed late. Before any discussion of delay analysis can begin, a clear understanding of the general types of delays is necessary (Trauner, 2009). Delay in project execution is a major problem in the Nigerian construction industry. According to Al-Khalil and Al-Ghafly (1999), delay occurs in both medium and large projects. Virtually all of the projects executed in recent years in Nigeria were faced with the problem of delay in delivery. Odeyinka and Yusuf (1997) observed that seven out of every 10 projects in Nigeria suffer delays.

A construction project is commonly acknowledged as successful when it is completed on time, within budget, in accordance with the specifications and to stakeholders’ satisfaction (Majid, 2006). Project success can be defined as meeting goals and objectives as prescribed in the project plan, while a successful project means that the project has achieved its technical performance, maintained its schedule and remained within budgetary constraints (Frimpong, Oluwoye and Crawford, 2003). The construction industry has a very poor reputation for coping with delays. Delay analysis is either ignored or performed subjectively by simply adding a contingency. As a result, many major projects fail to meet schedule deadlines. In a construction project in which time truly equals money, the management of time is critical (Duran, 2006); thus, predicting the likelihood of schedule delay may play a key role in project success (Luu et al., 2009).

Types of Causes of Delay in Construction Projects

There are two categories of delays used in determining delay damages:


	Inexcusable delays (non-excusable delays) are caused solely by the contractor or its suppliers (Fugar and Agyakwah-Baah, 2010). The contractor is generally not entitled to relief and must either make up the lost time through acceleration or compensate the owner. This compensation may come from either liquidated damages or actual damages, provided there is no liquidated damages clause in the contract. Liquidated damages are generally expressed as a rate that is based on a forecast of costs the owner is likely to incur in the event of late completion by the contractor (Soon, 2010). These delays might be the results of underestimates of productivity, improper project planning and scheduling, poor site management and supervision, erroneous construction methods, equipment breakdowns, or unreliable subcontractors or suppliers. An example of a non-excusable delay would be when a contractor fails to provide sufficient manpower to complete the job on time (Majid, 2006).
Non-excusable delays are common in various construction projects and cause considerable losses to project parties. It is widely accepted that construction project scheduling plays a key role in project management due to its significant influence on project success (Luu et al., 2009). The common results of schedule delays include late completion of the project, increased cost, disruption of work, loss of productivity, third party claims, disputes and abandonment or termination of contracts. Therefore, schedule delays in construction projects give rise to dissatisfaction in all the parties involved (Majid, 2006).



	Excusable delays can be further divided into two categories:
i.          Non-compensable delays are caused by third parties or incidents beyond the control of either the owner or the contractor and are not attributable to any of the parties (Fugar and Agyakwah-Baah, 2010). Examples typically include acts of God, unusual weather, strikes, fires, acts of government in its sovereign capacity, etc. In this case, the contractor is normally entitled to a time extension but no compensation for delay damages (Soon, 2010).

ii.         Compensable delays are caused by the owner or the owner’s agents (Fugar and Agyakwah-Baah, 2010). An example of this type of delay would be the late release of drawings from the owner’s architect. An excusable, compensable delay usually leads to a schedule extension and exposes the owner to financial damages claimed by the contractor (Soon, 2010). In this case, the contractor incurs additional indirect costs for extended field office and home office overhead and unabsorbed home office overhead.




Studies on Causes of Delay

Mansfield, Ugwu and Doran (1994) identified 16 major factors that cause delays and cost overruns in Nigeria. A questionnaire survey was carried out with contractors, consultants and client organisations in Nigeria. They found that the causes of delay and cost overruns in Nigerian construction projects were attributed to finance and payment arrangements, poor contract management, shortages in materials, inaccurate estimations and overall price fluctuations. Assaf, Al-Khalil and Al-Hazmi (1995) identified 56 main causes of delay in Saudi large building construction projects and established their relative importances. Based on the contractors surveyed, the most important delay factors were preparation and approval of shop drawings, delays in contractor’s progress, payment by owners and design changes. From the view of the architects and engineers, cash problems during construction, the relationships between subcontractors and the owner’s slow decision-making were the main causes of delay. The owners agreed that design errors, labour shortages and inadequate labour skills were also important delay factors.

Mezher and Tawil (1998) conducted a survey of the causes of delays in the construction industry in Lebanon from the perspective of owners, contractors and architectural/engineering firms. It was found that owners had more concerns regarding financial issues; contractors regarded contractual relationships as the most important; and consultants considered project management issues to be the most important causes of delays. Chan and Kumaraswamy (1996) surveyed the causes of construction delays in Hong Kong as seen by clients, contractors and consultants and examined the factors affecting productivity. The results of their research indicate that the five principal and common causes of delays are poor site management and supervision, unforeseen ground conditions, slow decision making involving all project teams, client-initiated variations and necessary variation of the work. These causes were categorised into the following eight groups:


	Project-related factors include project characteristics, necessary variations, communication among the various parties, speed of decision making involving all project teams and ground conditions.

	Client-related factors include those concerned with client characteristics, project financing, their variations and requirements and interim payments to contractors.

	Design team-related factors include design team experience, project design complexity and mistakes and delays in producing design documents.

	Contractor-related factors include contractor experience in planning and controlling the project, site management and supervisions, degree of subcontracting and their cash-flow.

	Materials-related factors include shortages, materials changes, procurement programming and proportion of off-site prefabrication.

	Labour-related factors include labour shortages, low skill levels, weak motivation and low productivity.

	Plant/Equipment-related factors include shortages, low efficiencies, breakdowns and incorrect selections.

	External factors include waiting times for approval of drawings and test samples of materials and environmental concerns and restrictions.


Effects of Non-Excusable Delays

Aibinu and Jagboro (2002) studied the effects of construction delays on project delivery in the Nigerian construction industry. The six identified effects of delay were time overrun, cost overrun, dispute, arbitration, total abandonment and litigation, as shown in Table 1. Through questionnaire evaluation and empirical methods, the effects of construction delays were assessed and the findings showed that time and cost overruns were the most frequent effects of delay.


Table 1. The Effects of Non-Excusable Delays



	Effects of Non-Excusable Delays
	Rank



	Time overrun
	1



	Cost overrun
	2



	Dispute
	3



	Arbitration
	4



	Litigation
	5



	Total abandonment
	6



Minimising Non-Excusable Delays

Several researchers conducted studies in which they recommended and identified methods of minimising non-excusable delay in construction project. Nguyen, Ogunlana and Lan (2004) studied project success factors in large construction projects in Vietnam. A questionnaire survey was used to collect data from construction practitioners. The following are factors that can be applied as a method of minimising non-excusable delay: competent project manager; multidisciplinary/competent project team; availability of resources; commitment to projects; frequent progress meetings; accurate initial time estimates; awarding bids to the right/experienced consultant and contractor; proper emphasis on past experience; community involvement; systematic control mechanisms; comprehensive contract documents; effective strategic planning; clear information and communication channels; use of up-to-date technology; and absence of bureaucracy.

Aibinu and Jagboro (2002) identified two methods for minimising or, if possible, eliminating time overruns: acceleration of site activities and contingency allowance. Koushki, Al-Rashid and Kartam (2005) revealed that the minimisation of time delays and cost overrun would require ensuring adequate and available sources of finance until project completion; allocating sufficient time and money at the design phase; selecting a competent consultant and a reliable contractor to carry out the work; performing preconstruction planning of project tasks and resource needs; hiring an independent supervision engineer to monitor the work; and ensuring timely delivery of materials.

Odeh and Battaineh (2002) recommended that improving the situations of construction projects requires enforcing liquidation damage clauses and offering incentives for early completion; developing human resources in the construction industry through proper training and classification of craftsmen; adopting a new approach to contract award procedures by giving less weight to prices and more weight to capacities and past performances of contractors; and adopting new approaches for contracts, such as design-build and construction management-type contracts.

A list of causes of non-excusable delays on construction projects is presented below, as identified from the literature and edited by the authors. These groups were used for this study.

The literature review covered construction delay, types of delay, causes of delay and ways of minimising delay. Findings from the literature formed a strong basis for this particular study.


Table 2. Groups and Factors That Cause Non-Excusable Delays



	Groups
	Factors That Cause Non-Excusable Delays



	Material-related delays
	
	Shortage of construction materials

	Poor quality of construction materials

	Poor procurement of construction materials

	Imported construction materials

	Escalation of material prices

	Late delivery of materials

	Unreliable suppliers





	Labour-related delays
	
	Slow mobilisation of labour

	Shortage of skilled labour

	Labour productivity

	Labour supply

	Absenteeism

	Strike

	Low motivation and morale





	Equipment-related delays
	
	Insufficient amount of equipment

	Frequent equipment breakdown

	Shortage of equipment parts

	Improper equipment

	Slow mobilisation of equipment

	Equipment allocation problems

	Inadequate modern equipment





	Finance-related delays
	
	Inadequate fund allocation

	High interest rates

	Contractor’s financial difficulties

	Client’s financial difficulties

	Unreasonable constraints from client

	Delay in payment to suppliers/subcontractors

	Monthly payment difficulties





	Contractor-related delays
	
	Inadequate contractor experience

	Inappropriate construction methods

	Inaccurate time estimates

	Inaccurate cost estimates

	Poor site management and supervision

	Improper project planning and scheduling

	Incompetent project teams

	Unreliable subcontractors

	Obsolete technology





	Client-related delays
	
	Slow decision making by client

	Lack of client experience in construction

	Change orders

	Client interference

	Lack of a capable representative

	Lack of communication and coordination

	Improper project feasibility study





	Consultant related delays
	
	Inadequate consultant experience

	Poor design and delays in design

	Inadequate project management assistance

	Slow responses and poor inspections

	Incomplete drawing/detail design

	Inaccurate site investigation





	External related delays
	
	Unforeseen ground conditions

	Unexpected geological conditions

	Inflation/Price fluctuations

	Slow site clearance

	Problems with neighbours

	Weather conditions

	Conflict, war and public enemies





Sources: Assaf et al. (1995); Chan and Kumaraswamy (1996); Ogunlana, Promkuntong and Jearkjirm (1996); Abd Majid and McCaffer (1998); Odeh and Battaineh (2002); Frimpong, Oluwoye and Crawford (2003); Koushki, Al-Rashid and Kartam (2005)

METHODOLOGY

A questionnaire survey was developed to assess the perceptions of contractors and consultants regarding the relative importance of the causes and effects of non-excusable delays. The questionnaire was designed based on the factors identified that contribute to non-excusable delays, the effects of non-excusable delays and the methods used to minimise non-excusable delays. The questionnaire approach was adopted because the study intends to capture the perceptions of various stakeholders in consulting and contracting organisations and because all factors needed to be assessed based on the same parameters that can be numerically measured.

Due to the constraints of visiting every construction firm in Lagos State, a total of 10 construction firms and 10 consulting firms were selected. The selected firms have records of experiencing non-excusable delays at some point in the past. Professionals in the construction industry were identified as respondents in the research; therefore, the research population comprised contractors, architects, civil engineers, builders and quantity surveyors from the organisations selected for the study. The sampling method adopted for this research work is the convenience sampling method.

Sixty copies of the questionnaire were administered to a random sample of 30 contractors and 30 consultants to assess their perceptions of the relative importance of the causes and effects of non-excusable delays, as well as ways of minimising such delays. The questionnaire was designed based on the factors identified from the literature review that contribute to non-excusable delays, the effects of non-excusable delays and the methods to minimise non-excusable delays.

Questionnaire Design and Method of Data Analysis

The questionnaire was divided into four parts. The first part requested background information about the respondents. The second part of the questionnaire focused on causes of non-excusable delay. The respondents were asked to indicate their responses to 57 well-recognised non-excusable delay factors. These causes were categorised into the following eight major groups, as identified by Sambasivan and Soon (2007): material-related, labour-related, equipment-related, finance-related, contractor-related, client-related, consultant-related and external factors. The third part of the questionnaire focused on the effects of non-excusable delays in the construction industry. The six effects of non-excusable delay identified were time overruns, cost overruns, disputes, arbitration, litigation and abandonment. The fourth part was similar to the second part of the questionnaire and the respondents were asked to indicate their recommendation for minimising the effects of non-excusable delays through an open-ended question. A five-point Likert scale ranging from 1 (not important) to 5 (extremely important) was adopted to capture the importance of the causes and effects of delays, while 1 (not effective) to 5 (very effective) was used for the methods of minimising non-excusable delays. The transformed mean score for each factor was calculated as follows:
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where

Wi = the weight assigned to the ith response = 1, 2, 3, 4, 5;

Xi = the frequency of the ith response given as a percentage of the total responses for each factor.

DATA ANALYSIS

Twenty-five consultants and 28 contractors completed and returned the questionnaire, as shown in Table 3.

As shown in Table 4, contractor-related delays have the highest ranking in the causes of non-excusable delays, followed by equipment-related delays, client-related delays, material-related delays, external related delays, finance-related delays, consultant-related delays and labour-related delays.


Table 3. Questionnaire Distribution and Responses



	Respondent
	Total Administered
	Total Collected
	Rate of Return



	Contractors
	30
	28
	52.83%



	Consultants
	30
	25
	47.17%



	Total
	60
	53
	100%



Contractor-related delays

Both consultants and contractors ranked this group of causes very highly. From a total of nine identified factors of contractor-related delays, seven of these factors fall within the top 20 most important causes of non-excusable delays (Table 5). Consultants and contractors are mainly concerned with technical and management factors, such as inaccurate time estimates, inaccurate cost estimates, poor site management and supervision, improper project planning and scheduling, incompetent project teams, lack of competent subcontractors and inappropriate construction methods. It should be noted that the contractor is also liable for other groups of causes of non-excusable delays and not just this group named “contractor-related”.


Table 4. Ranking of Major Non-Excusable Delay Groups
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Equipment-related delays

Groups of equipment-related causes were ranked second by both consultants and contractors, as shown in Table 4. According to Table 5, there are three factors of equipment-related delays included in the top 20 most important factors causing non-excusable delays. Insufficient numbers of equipment was ranked among the top 20 factors by both consultants and contractors. Inadequate modern equipment was ranked seventh and frequent equipment breakdown ranked 13th. Equipment allocation problems, frequent equipment breakdown and shortage of equipment parts are related to the factor of an insufficient amount of equipment. Inadequate modern equipment was ranked seventh among the top 10 factors. This finding is particularly true for older model equipment, which is related to low production and frequent equipment breakdowns.

Client-related delays

The client-related delay factors were the third most important group for both consultants and contractors, as shown in Table 4. This ranking is mainly due to change orders, which both parties considered very important. Three of the seven factors of client-related delays are among the top 20 most important causes of non-excusable delays (Table 5). Change orders were ranked fourth, slow decision making by the client was ranked 19th and lack of communication and coordination between parties ranked twentieth. It was interesting to discover that slow decision-making by the client is of importance to both parties. This observation is particularly true in certain cases in which the client has no priority/urgency to complete the project. Change orders were ranked fourth among the top five factors by both consultants and contractors. Change orders in construction projects can occur for both construction and administrative needs. In the construction needs, there are four types of causes, namely, planning and design, underground conditions, safety considerations and natural incidents. In the administration needs, another five types can be distinguished, including changes in rules/regulations, changes of decision-making authority, special needs for project commissioning, ownership transfer and neighbourhood pleading.

Material-related delays

Referring to Table 4, material-related delays were ranked fourth by consultants and sixth by contractors. As shown in Table 5, there are two material-related delay factors among the top 20 most important factors that cause non-excusable delays. Shortage of construction material was ranked eighth and late delivery of materials ranked 14th. Shortage of construction materials on the construction site, poor site management and supervision, poor procurement programming of materials, contractor’s financial difficulties, shortage of construction material from the material production or material distribution centre, escalation of material prices and inflation/price fluctuations are the material-related delay factors ranked by the respondents.

Finance-related delays

This group of causes was ranked low, sixth by contractors and third by consultants, as shown in Table 4. Referring to Table 5, difficulty in making monthly payments was ranked third among the top 20 factors by both consultants and contractors. This problem may be due to the existing culture in the construction industry. In most developing countries such as Nigeria, in most public work projects, including any construction project under the government’s authority, there are always delays in payment for completed work due to bureaucracy in government departments. Regular monthly payments to contractors for work performed may remove constraints that could otherwise impede project progress, causing non-excusable delays. The other finance-related factor was the contractor’s financial difficulties, which was ranked ninth by consultants and ranked twelfth by contractors. This factor was related to funding shortages, high interest rates and the contractor’s cash flow during construction.

Consultant-related delays

As shown in Table 4, neither contractors nor consultants ranked this group of factors high among the major groups of factors causing delays. Referring to Table 5, out of six factors of consultant-related delays (inadequate consultant experience, poor design and delays in design, inadequate project management assistance, slow response and poor inspection, incomplete drawing/detail design and inaccurate site investigation), only poor design or delay in design was ranked 16th, with a mean score of 3.60, out of the top 20 most important factors that contribute to the causes of non-excusable delays.


External factor-related delays

This group of causes was ranked low, eighth by contractors and fifth by consultants, as shown in Table 4. In Table 5, slow site clearance was ranked 17th among the top 20 most important factors that contributed to the causes of non-excusable delays in construction projects. This observation is particularly true for the acceleration of site activities. Project site clearance usually faces many conflicts, including internal and interface conflicts, between project teams and communities. This conflict is a major cause of interruption in civil engineering projects. Comprehensive project feasibility studies and accurate site investigations have visible and substantial benefits. Therefore, it is recommended that the project site should be well prepared before commencing construction or mobilising facilities and equipment. The people affected near the project site should be well informed about projects and satisfactory compensation should be offered to take ownership of their properties. Environmental and social impact assessments should be appropriately carried out when necessary. These precautions will ensure that projects run smoothly and without interruption during the construction phases.

Labour-related delays

Although there are three factors of labour-related delays among the top 20 most important factors contributing to the causes of non-excusable delays, as shown in Table 5, this group of causes received very low ranking by both consultants and contractors. This group seems to be more important to contractors than to consultants. Generally, labour problems are related to labour supply/slow mobilisation of labour, low productivity, lack of skill, low motivation, low morale, absenteeism and lack of commitment to the project.

Most Important Factors that Cause Non-Excusable Delays

Based on the above discussion, a total of 57 factors that contributed to the causes of non-excusable delays in construction projects were identified, ranked and analysed. To identify the most important factors that contribute to the causes of non-excusable delays, an analysis was conducted to determine the top 20 factors of the overall ranking factors that cause non-excusable delays, as shown below.

Table 5 shows the 20 most important factors that cause non-excusable delays, where an insufficient amount of equipment ranked highest with an overall mean score of 4.03, followed by inaccurate time estimates, monthly payment difficulties, change orders and inaccurate cost estimates. Moreover, poor site management and supervision, inadequate modern equipment, shortage of construction materials, incompetent project team, improper project planning and scheduling and contractor’s financial difficulties are among the top 10 factors as ranked by both groups. Among the top 10 factors that cause non-excusable delays, there are five factors of contractor-related delays, two factors of equipment-related delays, two factors of finance-related delays, one factor of client-related delays and one factor of material-related delays. This analysis shows that 50% of the most important factors are contractor-related delays.

According to the types of delays, from the top 11 factors that cause non-excusable delays as shown in Table 5, there are nine factors that fall under the heading of non-excusable delays, i.e., insufficient amount of equipment, inaccurate time estimates, inaccurate cost estimates, poor site management and supervision, inadequate modern equipment, shortage of construction materials, incompetent project team, improper project planning and scheduling and contractor’s financial difficulties. Two factors fall under the category of excusable delays with compensation, i.e., change orders and monthly payment difficulties. Therefore, it can be concluded that 80% of construction delays are caused by the contractor and 20% are caused by the consultant and the client.


Table 5. Ranking of the Top 20 Most Important Factors That Cause Non-Excusable Delays
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Common Effects of Non-Excusable Delays

To determine the effects of non-excusable delays on construction projects, six factors were identified and ranked based on the mean values, which are calculated as the average indices of factors between contractors and consultants, as shown in Table 6. Time overrun and cost overrun were the two most common effects of delays in construction projects from the points of view of contractors and consultants.


According to the top 10 factors that contribute to the causes of non-excusable delays, there are at least five factors that have major influences on time overruns in a construction project, i.e., change orders, monthly payment difficulties, insufficient amount of equipment, shortage of construction material and construction financial difficulties and at least five factors related to cost overruns in a construction project, i.e., inaccurate cost estimates, inaccurate time estimates, poor site management, incompetent project team and improper project planning and scheduling.

As shown in Table 6, dispute was ranked third. This observation is particularly true because the three factors that cause non-excusable delays that were discussed earlier as having major influences on causes of dispute, i.e., poor design/delays in design, incomplete drawings/detail design and unforeseen ground conditions, are not the most important factors that contribute to causes of delays. One of the key factors in avoiding disputes and claims is to ensure completion of the design in all respects before the start of construction. Another factor that can reduce claims and disputes is adequate and properly conducted site investigations. Unforeseen ground conditions that are revealed at a late stage can be disastrous to the overall project aims and objectives. The following are among the methods of dispute resolution in the construction industry: arbitration, litigation and Alternative Dispute Resolution (ADR). ADR is a voluntary process in which the parties are assisted in solving their disputes by a neutral third party without the need of a judge or arbitrator. ADR techniques are (1) mediation, (2) conciliation, (3) adjudication and (4) executive tribunal. ADR procedures, unlike litigation and arbitration, are not binding until a mutually agreed settlement is reached and put in writing, that is to say, either party can resort to other methods of dispute resolution if the ADR procedure fails.


Table 6. Ranking the Common Effects of Non-Excusable Delays



	Effects of Delays
	Consultant
	Contractor
	Overall



	Mean Score
	Mean Score
	Mean Score
	Rank



	Time overrun
	3.47
	3.31
	3.39
	1



	Cost overrun
	2.34
	2.56
	2.45
	2



	Dispute
	1.88
	1.19
	1.54
	3



	Total abandonment
	1.78
	1.20
	1.49
	4



	Arbitration
	1.04
	1.03
	1.04
	5



	Litigation
	1.02
	1.01
	1.02
	6



Effective Methods of Minimising Non-Excusable Delays

Table 7 shows the ranking of the top fifteen effective methods of minimising construction delays from the viewpoints of contractors and consultants. These methods were ranked based on the mean values calculated as the average mean scores of the methods identified by contractors and consultants.


The results of the research reveal that ensuring adequate and available sources of financing, a competent project manager, availability of resources, frequent progress meetings and awarding bids to the right/experienced consultants and contractors are the top five effective methods according to both consultants and contractors. These methods emphasise that successful projects were implemented with ease, that is, financing, resources, effort and leadership should be available at all times throughout the project’s life to ensure that construction projects run smoothly.

Finances, other resources of adequate and available sources of financing and availability of resources are obvious imperatives for carrying out projects and ensuring project completion. Effort in terms of continuing involvement of all stakeholders and comprehensive contract documentation is needed to ensure the existence of general agreements and the collective genius of the professionals in the relevant organisations, as well as proper project control. Leadership is a crucial aspect of project management. There are three different types of competencies required in leadership: leadership competencies such as the ability to lead change, functional competencies such as technical and human resources management skills and personal skills such as high achievement motivation and persistence. Therefore, a competent project manager possesses not only technical and managerial skills but also good leadership skills in doing “the right thing right” and searching for suitable and intangible assets in today’s knowledge-based economy.


Table 7. Ranking of the Top 15 Effective Methods of Minimising Non-Excusable Delays
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DISCUSSION OF FINDINGS

This paper classifies the main causes of non-excusable delays according to the sources of occurrence, identifies the major factors contributing to those causes and then reveals appropriate means of minimising these delays. The major delay groups were identified and ranked and contractor-related delays ranked highest among the main groups. This result is in agreement with Sambasivan and Soon (2007). From a total of 57 factors that cause non-excusable delays, the top 20 most important factors were identified. The top five most important factors that contribute to the causes of non-excusable delays are insufficient amount of equipment, inaccurate time estimates, monthly payment difficulties, change orders and inaccurate cost estimates. Chan and Kumaraswamy (1996) surveyed the causes of construction delays in Hong Kong as seen by clients, contractors and consultants. The results of their research indicated that the five principal and common causes of delays are poor site management and supervision, unforeseen ground conditions, low speed of decision making involving all of the project team, client initiated variations and necessary variation of the work. It should be noted that poor site management is a contractor-related delay. This fact implies that contractor-related delays require adequate attention because this delay type topped the principal causes of delay as far back as 1996 and is still a very significant problem, as revealed by this study. The effects of non-excusable delays have also been identified. Time overruns and cost overruns were the most common effects of non-excusable delays in construction projects, which is in line with the Aibinu and Jagboro (2002) study on the effects of construction delays on project delivery in the Nigerian construction industry. To minimise non-excusable delays in construction projects, the top fifteen most effective methods of minimising non-excusable delays have been identified from a total of thirty-five methods. The top five methods are ensuring adequate and available sources of financing, use of a competent project manager, availability of resources, frequent progress meetings and awarding bids to the right/experiences consultant and contractor. Four of these five methods were among the first seven methods of minimising non-excusable delays as recommended by Nguyen, Ogunlana and Lan (2004) in a study conducted on projects in Vietnam. Koushki, Al-Rashid and Kartam (2005) recommended adequate and available sources of financing until project completion. Although the study was not specific with respect to the type of delay, excusable or non-excusable, this study aligns with the outcome of their study in respect to the high importance of providing adequate financing through the duration of a project.

CONCLUSIONS

The construction industry has a poor record for coping with delays (Ajanlekoko, 1987; Nkado 1995; Odeyinka and Yusuf, 1997; Aibinu and Jagboro, 2002; Ozdemir, 2010). This particular study focused on non-excusable delays with a specific interest in a developing economy, Lagos State in Nigeria. The outcome of this study confirms the existence of non-excusable delays in the study region. A total of eight non-excusable delay groups were identified and it is worthy to note that each of these groups had a mean score of 3.30 or above. Additionally, all 20 of the most important non-excusable delay factors identified in this work had mean scores above 3.50. It can therefore be said that a high importance was attached to each of the factors identified; therefore, non-excusable delay is one of the major issues that needs urgent attention in the Nigerian construction industry.

Whenever a delay does occur, its implications to the future performance of the project can be immediately determined and corrective action can be taken to minimise any negative impacts on project performance. The contractor is expected to have control over the non-excusable delays and, presumably, to do more to prevent them. Understanding the underlying factors that contribute to causes of non-excusable delays would help identify and overcome the problems faced by contractors during the construction process. Although several factors contribute to project delays, the significance of non-excusable delay factors that are simply the contractor’s contribution is evident in this research. It can be seen that all mean scores of the identified factors were above 3.00.

This study therefore recommends the strict application of effective methods of minimising non-excusable delays, as outlined in an earlier section of this work.

RECOMMENDATIONS FOR FUTURE RESEARCH

Based on the limitation of not being able to sample more than 10 contractors and 10 consultants, future research should engage a larger number of respondents. Additionally, in addition to quantitative measurements, a qualitative study of the causes, effects and methods of minimising non-excusable delay factors should be performed.
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Abstract: Pre-tender cost estimates of construction projects require extensive knowledge and expertise. The aim of this paper is to identify, evaluate and rank essential factors affecting the accuracy of pre-tender cost estimating from the perspective of clients and consultants. A survey questionnaire was conducted to elicit professionals’ views on and experiences with factors affecting the accuracy of pre-tender cost estimates; a total of 70 organisations (i.e., 46 clients and 24 consultants operating in the Gaza Strip, Palestine) responded to the survey. The results of analysing a total of 64 factors considered in the questionnaire reveal that the top five factors affecting the accuracy of pre-tender cost estimating are (1) materials (prices/availability/supply/quality/imports), (2) closure and blockade of borders, (3) project team’s experience in the construction type, (4) the experience and skill level of the consultant and (5) clear and detailed drawings and specifications. Kendall’s coefficient of concordance was used as a measure of agreement between the two groups of respondents (i.e., clients and consultants) who ranked various factors and it appears that they are generally in agreement. Both clients and consultant groups should focus on the main factors identified in this study to develop effective strategies for accurate cost estimating, which would ultimately lead to successful projects.

Keywords: Cost estimation, Accuracy, Clients, Consultants

INTRODUCTION

The success or failure of a project is dependent on the accuracy of several estimates done throughout the course of the project (Ahuja, Dozzi and Abou Rizk, 1994). Therefore, the preparation of a cost estimate of the project is one of the most difficult tasks in project management because it must be done before the work is accomplished (Oberlender, 1993). Pre-tender cost estimating is simply the final costing of the work carried out by a consultant (i.e., quantity surveyor or engineer) on behalf of a client (Odusami and Onukwube, 2008) before tenders are received. It sits somewhere between cost planning and post-contract cost control, provides an indication of the probable construction cost prior to contract-awarding and involves collecting, analysing and summarising all available data related to the construction of the project (Holm et al., 2005). Thus, for a contractor to secure a job, his cost estimate must be as accurate and competitive as possible (Marjuki, 2006). Inadequate estimating invariably leads to misallocation of scarce resources (Flyvbjerg, Holm and Buhl, 2002).

An estimate can be accurate, low or high. An accurate estimate generally results in the most economical project cost, while either an underestimation or an overestimation often leads to greater actual expenditures. Inaccuracy in the estimate of a project may arise from two sources: bias associated with the project itself and bias associated with the estimating techniques used and the operating environment (Aibinu and Pasco, 2008). Accurate estimation of construction costs is heavily dependent on the availability of quality historical cost data and the level of professional expertise, among other things. The limited information available at the early stages of a construction project may mean the quantity surveyor must make assumptions about the design details of a project, which may not eventuate as project design, planning and construction evolve (Liu and Zhu, 2007).

Professional estimators have access to reliable cost and productivity references for estimating labour, material, equipment and other major work components. These major cost items have a high visibility factor and consequently receive adequate attention in the preparation of the pre-tender estimate. However, there are little-known low visibility factors affecting the estimate accuracy, such as procurement forms and contract arrangements, that should be considered in the preparation of pre-tender estimates. Unfortunately, these factors are either entirely overlooked or sadly neglected by estimators in the Gaza Strip. Identification of these low visibility factors is very important for improving the overall performance of the construction industry. The purpose of this paper is to identify, evaluate and rank essential factors affecting the accuracy of pre-tender cost estimating from clients’ and consultants’ perspectives.

FACTORS INFLUENCING THE ACCURACY OF ESTIMATES: A LITERATURE REVIEW

Various studies have focused on identifying the factors that have some influence on the accuracy of estimating the costs of construction work. Based on previous studies, Gunner and Skitmore (1999) identified 12 factors: building function, type of contract, conditions of contract, contract sum, price intensity, contract period, number of bidders, good/bad years, procurement basis, project sector (public, private or joint), number of priced items and number of drawings. Ling and Boo (2001), using data from 42 projects in Singapore, found similar results when they compared five variables against Gunner and Skitmore’s work. Skitmore and Picken (2000) studied the effects of four independent variables (building type, project size, sector and year) on estimating accuracy and tested these variables against 217 projects from a quantity surveyor based in the United State of America (USA). They found that bias existed in project size and year and consistency errors existed in project type, size and year.

By reviewing 67 process industry construction projects around the world, Trost and Oberlender (2003) identified and grouped a total of 45 factors that contribute to the accuracy of early stage estimates into 11 orthogonal factors. Of these 11 factors, the five most important are process design, team experience and cost information, time allowed to prepare estimates, site requirements and bidding and labour climate. Elhag, Boussabaine and Ballal (2005) stated that the technological and project design, the contractor’s expertise and management ability and the client’s desired level of construction sophistication play important roles in determining the cost of a project. According to them, most of the significant factors affecting project costs are qualitative, such as client priorities (e.g., completion time, procurement methods, market conditions, etc.).

Enshassi, Mohamed and Madi (2007) examined cost estimating practices in contracting companies operating in the Gaza Strip. Their study revealed that the most important factors affecting contractors’ cost estimates are the financial status of client, the type of current contractor workload and the project’s location relative to hostile “hot-spot” areas. According to Liu and Zhu (2007), two types of factors, control factors and idiosyncratic factors, influence and contribute to the cost of a project. Control factors are the factors that can be controlled by estimators to improve the performance of estimation, while idiosyncratic factors influence cost estimation but are outside the control of the estimators and include market conditions, project complexity, weather, contract size, site constraints, resource availability, type of procurement system and contract work type (Liu and Zhu, 2007). Considering the unstable political and economic conditions in the Gaza Strip, idiosyncratic factors can be regarded as more relevant and influential for cost estimation in this part of the world.

RESEARCH METHODOLOGY

Sample and Response Rate

This research was conducted in the Gaza Strip, Palestinian National Authority (PNA). The targeted research population consisted of construction engineers and managers from diverse public clients and consultancy organisations experienced in tendering and estimation. The selected organisations (either public client organisations or consulting firms) represented the top 20% of all organisations listed by the relevant government agency as ranked by their total project value procured or designed in 2010/2011. Targeted organisations are seen as key players in the provision of construction projects and consultancy services. To increase the response rate, where possible, more than one potential respondent was approached within each of these organisations to solicit the required information. However, to avoid response bias, no more than three questionnaires were sent to the same organisation. To illustrate, for a consulting organisation where a number of principal partners are listed as contact persons, no more than three questionnaires were sent out. In total, 50 questionnaires were distributed to 19 targeted clients and 28 questionnaires to 17 local consulting organisations.

The response rate from client organisations was 6% higher than from the consultancy firms, 92% (46 responses) compared to 86% (24 responses). A response rate of more than 30% is likely to produce results subject to non-response bias. Hence, the obtained response rates should produce reliable results. On average, the respondents have an average of 20 years’ experience in tendering and estimating.

Questionnaire design

A questionnaire survey was undertaken to determine the opinions of clients and consultants regarding factors affecting the accuracy of pre-tender cost estimates in the Gaza Strip. The questionnaire was constructed based on a literature review, five face-to-face interviews with clients and consultants and the personal professional experience of the researchers.

A total of 85 factors that were identified and reported in 12 previous studies (Al-Khaldi, 1990; Al-Thunaian, 1996; Akintoye, 2000; Madi, 2003; Trost and Oberlender, 2003; Elhag et al., 2005; Shash and Ibrahim, 2005; Babalola and Aladegbaiye, 2006; Dysert, 2006; Enshassi et al., 2007; Liu and Zhu, 2007; Odusami and Onukwube, 2008) were considered in this research. To better reflect the nature of the local construction industry, 15 of these factors were deleted, 15 of them were modified and 12 factors were merged, while six new factors were added. In total, 64 factors were grouped into the following five groups as advised by experts who participated in a pilot study (Table 1):


	Factors related to clients’ characteristics

	Factors related to consultants, design parameters and design information

	Factors related to project characteristics

	Factors related to contract requirements and procurement methods

	External factors and market conditions


Table 1. List of Factors Affecting the Accuracy of Pre-Tender Cost Estimates



	Factor
	Source
	Comment
	Final Name Used



	Factors related to clients’ characteristics



	Type of client
	Literature
	Modified
	Type of client (Government/UN agencies/NGOs, etc.)



	Client experience level
	Literature
	Selected
	Client experience level



	Client’s financial situation and budget
	Literature
	Modified
	Financial capabilities of the client



	Client’s financial situation/ability/payment record
	Literature
	Modified
	Client’s method of payment



	Project finance method/appropriate funding in place on time
	Literature
	Merged
	



	Partnering arrangements
	Literature
	Deleted
	



	Priority on construction time/deadline requirements
	Literature
	Deleted
	



	Experience of procuring construction
	Literature
	Selected
	Experience of procuring construction



	Client requirements on quality
	Literature
	Modified
	Clear scope definition for the client



	Previous relationship and communication level with the partners
	Literature
	Deleted
	



	Client’s evaluation and awarding policy
	Interviews with clients
	Added
	Client’s evaluation and awarding policy



	Expertise of the consultant
	Literature
	Modified
	The experience and skill level of the consultant



	Project team’s experience in the construction type
	Literature
	Selected
	Project team’s experience in the construction type



	Designer’s experience level
	Interviews with consultants
	Added
	Designer’s experience level



	Number of estimating team members
	Literature
	Selected
	Number of estimating team members



	Availability of all fields of specialisation in a project team
	Researchers’ experience
	Added
	Availability of all fields of specialisation in a project team



	Project team’s capability to control the project
	Literature
	Selected
	Project team’s capability to control the project



	Impact of team integration and alignment
	Literature
	Selected
	Impact of team integration and alignment



	Level of involvement of the project manger
	Literature
	Selected
	Level of involvement of the project manger



	Quality of information and information flow requirements
	Literature
	Selected
	Quality of information and information flow requirements



	Database of bids on similar projects (Historical cost data)
	Literature
	Selected
	Database of bids on similar projects (Historical cost data)



	Completeness of cost information
	Literature
	Selected
	Completeness of cost information



	Accuracy and reliability of cost information
	Literature
	Selected
	Accuracy and reliability of cost information



	Applicability of cost information
	Literature
	Selected
	Applicability of cost information



	Procedure for updating cost information
	Literature
	Selected
	Procedure for updating cost information



	Utilisation of checklists to ensure completeness and technical basis
	Literature
	Selected
	Utilisation of checklists to ensure completeness and technical basis



	Quality of the assumptions used in preparing the estimate
	Literature
	Selected
	Quality of the assumptions used in preparing the estimate



	Estimating method used
	Literature
	Selected
	Estimating method used



	Volume of consultant’s workload during estimation
	Literature
	Selected
	Volume of consultant’s workload during estimation



	Time allowed for preparing the cost estimate
	Literature
	Selected
	Time allowed for preparing the cost estimate



	Completeness and timeliness of project information (design, drawings, specifications)
	Literature
	Modified
	Completeness of project documents



	Quality of design and specifications
	Literature
	Modified
	Clear and detailed drawings and specifications



	Buildability of design
	Literature
	Selected
	Buildability of design



	Inspection, testing and approval of completed works (Type and number)
	Literature
	Deleted
	



	Frequency of construction variations
	Literature
	Deleted
	



	Frequency of construction variations
	Literature
	Deleted
	



	Variation orders and additional works
	Literature
	Deleted
	



	Working relationships with client/contractors/other design team consultants (previous/present)
	Literature
	Modified
	Level of communication with client and other design team consultants



	Submission of early proposals for costing/cost planning
	Literature
	Deleted
	



	Absence of alterations and late changes to design
	Literature
	Deleted
	



	Factors related to project characteristics



	Type of project (residential, commercial, industrial, etc.)
	Literature
	Selected
	Type of project (residential, commercial, industrial, etc.)



	Type of structure (concrete, steel, masonry, etc.)
	Literature
	Selected
	Type of structure (concrete, steel, masonry, etc.)



	Scale and scope of construction
	Literature
	Deleted
	



	Expected project organisation
	Literature
	Deleted
	



	Project size
	Literature
	Selected
	Project size



	Project duration
	Literature
	Selected
	Project duration



	Location of project
	Literature
	Selected
	Location of project



	Site conditions/site topography
	Literature
	Modified
	Site conditions (topography, hot area, etc.)



	Site constraints (access, storage, electricity, etc.)
	Literature
	Selected
	Site constraints (access, storage, electricity, etc.)



	Site requirements
	Literature
	Selected
	Site requirements



	Project complexity
	Literature
	Selected
	Project complexity



	Construction method/technology/construction techniques
	Literature
	Modified
	Method of construction/construction technique requirements



	Technology required
	Literature
	Deleted
	



	Phasing requirements (areas to be handed over first or initial non-availability)
	Literature
	Deleted
	



	Impact of project schedule
	Literature
	Selected
	Impact of project schedule



	Factors related to contract requirements and procurement methods



	Type of contract
	Literature
	Selected
	Type of contract



	Tender selection method (open, selected, negotiation, etc.)
	Literature
	Selected
	Tender selection method (open, selected, negotiation, etc.)



	Method of procurement (traditional, design and build, etc.)
	Literature
	Selected
	Method of procurement (traditional, design and build, etc.)



	Form of procurement
	Literature
	Merged
	



	Spread of risk between construction parties (client/consultant/contractors)
	Literature
	Modified
	Risk sharing between construction parties



	Claims and disputes resolution methods (litigation/arbitration/others)
	Literature
	Modified
	Content of disputes resolution methods clause (litigation/arbitration/others)



	Amount of specialist work
	Literature
	Selected
	Amount of specialist work



	Advanced payment
	Literature
	Selected
	Advanced payment



	Tax and insurance
	Literature
	Modified
	Taxes and other financial requirements on tender



	Clear contract conditions
	Researchers’ experience
	Added
	Clear contract conditions



	Type and value of insurance
	Literature
	Merged
	



	Bid bonds amount and maintenance period
	Literature
	Merged
	



	Project including VAT or excluding VAT
	Literature
	Merged
	



	Retention ratios of the value of contractor payments
	Literature
	Merged
	



	Liquidated damages amount
	Literature
	Merged
	



	External factors and market conditions



	Material (prices/availability/supply/quality/imports)
	Literature
	Selected
	Material (prices/availability/supply/quality/imports)



	Labour (costs/availability/performance/productivity)
	Literature
	Selected
	Labour (costs/availability/performance/productivity)



	Equipment costs/availability/supply/condition/performance)
	Literature
	Selected
	Equipment (costs/availability/supply/condition/performance)



	Availability and supplies of labour and materials
	Literature
	Merged
	



	Weather conditions
	Literature
	Modified
	Weather effects



	Impact of government regulations requirement
	Literature
	Selected
	Impact of government regulations requirement



	Number of competitors in the market
	Literature
	Selected
	Number of competitors in the market



	Classification and level of competitors in the tendering
	Literature
	Selected
	Classification and level of competitors in the tendering



	Economic situation
	Literature
	Modified
	Prevailing economic climate



	Stability of market conditions
	Literature
	Merged
	



	Competitiveness of bidding
	Literature
	Selected
	Competitiveness of bidding climate



	Inflation rate
	Literature
	Merged
	



	Closure and blockade
	Literature
	Selected
	Border closure and blockade



	Political situation
	Literature
	Merged
	



	Multiple projects being advertised at the same time
	Interviews with clients and consultants
	Added
	Multiple projects being advertised at the same time



	Bank interest rate
	Literature
	Deleted
	



	Currency exchange
	Literature
	Modified
	Currency exchange fluctuation



	Type of tender’s currency
	Literature
	Merged
	



	Price of the tender documents
	Literature
	Deleted
	



	Method of paying VAT
	Literature
	Deleted
	



	Social and cultural impact
	Literature
	Selected
	Social and cultural impact



	Donor type
	Researchers’ experience and interviews with clients
	Added
	Donor type



UN = United Nations, NGOs = Non-governmental organisations, VAT = value added tax

Pilot study

A pilot study, as suggested by Naoum (1998), provides a trial run for the questionnaire and involves testing the wording of questions, identifying ambiguous questions, testing the techniques used to collect data and measuring the effectiveness of standard invitations to respondents. A pilot study was conducted by distributing the modified questionnaire to six seasoned clients and four consultants. The results revealed that the questions were generally regarded as being clear, although some respondents had difficulties understanding a limited number of questions. Accordingly, these problematic questions were modified.

Instrument Validity

According to Polit and Hungler (1985), validity refers to the degree to which an instrument measures what it is supposed to be measuring. Instrument validity can be evaluated in two ways: (1) content validity and (2) statistical validity, which includes criterion-related validity and construct validity.

For this research, the content validity of the questionnaire was tested by an expert panel of ten experts in the project management field consisting of two academics, four consultants and four seasoned clients. Each expert was requested to evaluate the content validity for each item based on rating the index of content validity. Based on the comments of the experts, the final questionnaire included 64 factors grouped into five categories.

To ensure the validity of the questionnaire and following Polit and Hungler (1985), two statistical tests were applied. The first used a criterion-related validity test (Spearman test) and the correlation coefficient and p-value were calculated for each of the five factor groups. The results revealed that the p-values are less than 0.05, so the correlation coefficients of the field are statistically significant at α = 0.05 (0.01 < p-value < 0.05). Thus, it can be concluded that the factors of all groups are consistent and valid to measure what they are intended to measure.


The second test was a structure validity test (Spearman) to test the validity of the questionnaire structure by testing the validity of each group and the validity of the whole questionnaire. The test results showed that the p-value for each group is less than 0.05, so the correlation coefficients of all the groups are significant at α = 0.05 (0.01 < p-value < 0.05).

Cronbach’s Coefficient Alpha test was also employed to measure the consistency of the questionnaire. This method is designed as a measure of internal consistency to determine whether all items within the instrument measure the same thing (George and Mallery, 2003). The Alpha value varies between 0.0 and +1.0, with higher values reflecting a higher degree of internal consistency. The results revealed that the calculated Alpha values for each group range from 0.676 to 0.841, demonstrating the reliability of each group in the questionnaire. For the entire questionnaire, this value was found to be 0.911, indicating very high reliability.

Respondents were asked to rate the importance of each factor using a five-point Likert scale. To measure attitudes with respect to surveyed variables, the Relative Importance Index (RII) technique was employed. This technique is widely used to analyse the factors affecting the accuracy of cost estimating (Akintoye, 2000; Madi, 2003; Elhag, Bossabaine and Ballal, 2005; Odusami and Onukwube, 2008).

In addition to the above techniques, two non-parametric methods, Kendall’s Coefficient of Concordance and the Man-Whitney test, were utilised in this research. Non-parametric methods are widely used for studying populations that take on a ranked order. Kendall’s Coefficient of Concordance (W) is used to evaluate the degree of agreement between the two groups, clients and consultants, regarding the ranking of key factors and it ranges from 0 (no agreement) to 1 (complete agreement) (Siegel and Castellan, 1988). The degree of agreement between the clients and consultants was tested using the following two hypotheses across the five factor groups:



	Null Hypothesis, H0:
	There is an insignificant degree of agreement between clients and consultants.



	Alternative Hypothesis, H1:
	There is a significant degree of agreement between clients and consultants.



The Mann-Whitney test is utilised to test the null hypothesis that two populations have identical distribution functions against the alternative hypothesis that the two distribution functions differ only with respect to location (median), if at all (Siegel and Castellan, 1988). This test is used to determine whether there is a significant difference at α ≤ 0.05 in rank means of the respondents’ agreement between clients and consultants.

The relative index technique has been widely used in construction research for measuring attitudes with respect to surveyed variables. Likert scaling was used for ranking questions that have an agreement level. The respondents were required to rate the importance of each factor on a 5-point Likert scale using 1 for not important, 2 for of little importance, 3 for somewhat important, 4 for important and 5 for very important. Then, the relative importance index was computed using the following equation:
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where W, which is the weighting given to each factor by the respondent, ranges from 1 to 5; n1 = the number of respondents for not important; n2 = the number of respondents for of little importance; n3 = the number of respondents for somewhat important; n4 = the number of respondents for important; and n5 = the number of respondents for very important. A is the highest weight (i.e., 5 in the study) and N is the total number of samples. The relative importance index ranges from 0 to 1 (Tam and Le, 2006).

RESULTS AND DISCUSSION

Group 1: Factors Related to Clients’ Characteristics

Group 1 contains seven factors. The ranks and the RIIs of these factors related to client characteristics are shown in Table 2. Client experience level was ranked first with an RII of 0.889 by the clients and second with an RII of 0.758 by the consultants. The combined ranking by both clients and consultants placed this factor at the top of the list with an RII of 0.843 and 12th in the overall ranking of all 64 factors. These results are in agreement with the findings of Trost and Oberlender (2003) and Babalola and Aladegbaiye (2006) who have shown that the client experience level plays a significant role in cost estimate accuracy.


Table 2. Ranks and RIIs of Factors Related to Clients’ Characteristics
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Clear scope definition for the client was ranked second by the clients and first by the consultants, with RII scores of 0.783 and 0.844, respectively. This factor was ranked second by both groups with an RII of 0.826 and was ranked 16th in the overall ranking.

The results are in agreement with previous studies, asserting that the accuracy of a cost estimate is highly dependent on the level of detail and adequate project scope because it is a definition of the client’s requirements for space, function and quality of the proposed project (Akintoye, 2000; Trost and Oberlender, 2003; Babalola and Aladegbaiye, 2006; Dysert, 2006; Liu and Zhu, 2007; Odusami and Onukwube, 2008).

Client’s method of payment was ranked last by both clients and consultants for this group with an RII of 0.666 and was ranked 59th in the overall ranking. Both client and consultant groups agreed that this factor does not play a significant role in pre-tender cost estimate accuracy This result somehow contradicts the findings of Al-Khaldi (1990), in Saudi Arabia, who concluded that client’s method of payment has a very strong effect on the accuracy of the estimated cost.

For the Group 1 factors, W was 0.760 with a p-value (Sig.) less than the level of significance, α = 0.05. Thus, the null hypothesis (H0) was rejected and there is sufficient evidence to support the alternative hypothesis, H1. There is also a significant degree of agreement among the clients and consultants in this group. For Group 1, the Mann-Whitney test revealed that the obtained p-value (Sig.) was 0.35, which is much greater than the level of significance, α = 0.05, for this group. Therefore, there is an insignificant difference between the clients and consultants in terms of the factors related to client characteristics.

Group 2: Factors Related to Consultants, Design Parameters and Information

Relative Importance Indexs (RII) and ranks of the 23 factors included in this group are shown in Table 3. Project team’s experience in the construction type was ranked first by both clients and consultants with an RII of 0.933 and 0.950, respectively. This factor was also ranked third by the combined total sample. This emphasises that this factor is considered a key factor affecting estimate accuracy. The results are consistent with the findings of two previous studies by Trost and Oberlender (2003) and Odusami and Onukwube (2008) in which this factor was ranked second and third, respectively.

The experience and skill level of the consultant was ranked second by both clients and consultants with an RII of 0.917 and it ranked fourth in the overall ranking. The clients ranked this factor third with an RII of 0.916, while the consultants ranked it second with an RII of 0.933. This result indicates that to produce an accurate estimate, those involved in the estimating process must have the relevant professional knowledge and skills. This result agrees with Odusami and Onukwube’s (2008) findings in which the respondents ranked this factor first. Moreover, the obtained results are in line with Aibinu and Pasco (2008), Trost and Oberlender (2003) and Madi (2003), who stated that the accuracy of a cost estimate is highly dependent on the level of estimator experience. Having an experienced estimator is critical for producing high-quality and reliable cost estimates. Dysert (2003) emphasised that if an estimator were more professional, budget and other related problems could be greatly reduced.


Volume of consultant’s workload during estimation and number of estimating team members were considered the least influential factors by both clients and consultants, with RIIs of 0.677 and 0.600 and overall rankings of 55th and 63rd, respectively. Clients and consultants are satisfied that these factors do not significantly affect the accuracy of cost estimates. These results are justified because the volume of construction projects in the last five years in Gaza has been reduced dramatically after experiencing a boom period, so time is available for consultants to adequately prepare the required cost estimate. Size of estimating team is not that influential if the estimating team members were well-qualified and experienced. These results match findings by Odusami and Onukwube (2008) and Akintoye (2000).

For the Group 2 factors, W was 0.894 with a p-value (Sig.) less than the level of significance, α = 0.05, so the null hypothesis was rejected. Therefore, it can be concluded that there is sufficient evidence to support the alternative hypothesis: there is a significant degree of agreement among the clients and consultants in this group.

According to the Mann-Whitney test, the obtained p-value (Sig.) was 0.394, which is greater than the level of significance, α = 0.05, for this group. As such, there is an insignificant difference between the responses of clients and consultants.


Table 3. Ranks and RIIs of Factors Related to Consultants, Design Parameters and Information
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Group 3: Factors Related to Project Characteristics

A total of 11 factors were analysed in this group, as shown in Table 4.

Project complexity was ranked first by both clients and consultants with an RII of 0.806 and it ranked 22nd overall. Additionally, clients and consultants separately ranked this factor first, with RIIs of 0.814 and 0.783, respectively. In this survey, complexity entails the technical complexity of the task, the amount of overlap and interdependencies in the construction stage, the project organisation, the site layout and the unpredictability of work and site construction. This result is supported by Madi (2003), who illustrated that the complexity of projects in the Gaza Strip is likely to increase construction costs. In another study performed by Akintoye (2000) in the United Kingdom (UK) on factors influencing contractors’ cost estimating practices, it was established that this factor was the most important. Project complexity has also been addressed by Elhag, Boussabaine and Ballal (2005), who considered it to be a key factor.

The site conditions factor was ranked second by both clients and consultants with an RII of 0.766 and was ranked 29th overall. Both clients’ and consultants’ separate rankings placed this factor third with RIIs of 0.769 and 0.750, respectively. This finding emphasises that the estimator must have prior knowledge of site conditions to produce an accurate estimate. The result is consistent with the case study by Enshassi, Mohamed and Madi (2007) in which the winning contractor decreased his estimate because the project location was classified as a quiet area. Moreover, this result closely matches that obtained by Elhag, Boussabaine and Ballal (2005).

Location of project and type of structures were ranked 10th and 11th by both clients and consultants with RIIs of 0.646 and 0.637 and overall rankings of 61st and 62nd, respectively. Clients and consultants believed that these factors have the least influence on the accuracy of pre-tender cost estimates. This result may be because cities and towns in the Gaza Strip are reasonably accessible by means of suitable road infrastructure and the size of projects in the Gaza Strip cannot be classified as mega projects, so these factors have little effect on tender estimation. These results are still consistent with the findings of previous studies undertaken by Akintoye (2000), Elhag, Boussabaine and Ballal (2005) and Odusami and Onukwube (2008).

For the Group 3 factors, W was 0.768 with a p-value (Sig.) less than the level of significance, α = 0.05; the null hypothesis was rejected. The alternative hypothesis, that there is a significant degree of agreement among the clients and consultants in this group, was justified.

The obtained p-value (Sig.) from the Mann-Whitney test was 0.781, which is greater than the level of significance, α = 0.05, for this group and indicates that there is an insignificant difference between the client and consultant respondents toward the factors related to project characteristics.


Table 4. Ranks and RIIs of Factors Related to Project Characteristics
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Group 4: Factors Related to Contract Requirements and Procurement Methods

A total of nine factors in Group 4 were analysed, as shown in Table 5. The clear contract conditions factor was voted the most important factor by both clients and consultants with an RII of 0.866 and was ranked 10th overall. It was also ranked first separately by clients and consultants with RIIs of 0.858 and 0.875, respectively. These results agree with Dysert (2006), who stated that clear contract conditions and specifications ensure the proper delivery of services by the contractors and protect the organisation from losses or damages.

Tender selection method was assessed as the second most important factor by both clients and consultants with an RII of 0.814 and it was 20th in the overall ranking. Advanced payment and content of disputes resolution methods clause factors were placed in the last two positions by both clients and consultants, with RIIs of 0.703 and 0.674 and overall rankings of 49th and 56th, respectively. These results were supported by Madi (2003), who argued that these two factors have moderate effects. Moreover, these results are in complete agreement with Elhag et al. (2005), whose results placed this factor 55th out of 67 factors.

For the Group 4 factors, W was 0.800 with a p-value (Sig.) less than the level of significance, α = 0.05, which leads to a rejection of the null hypothesis. Hence, there is a significant degree of agreement among the clients and consultants in this group and the alternative hypothesis is justified.

From the Mann-Whitney test, the obtained p-value (Sig.) was 0.662, which is greater than the level of significance, α = 0.05, for this group. Therefore, there is an insignificant difference between the client and consultant respondents toward the factors related to contract requirements and procurement methods.


Table 5. Rank and RIIs of Factors Related to Contract Requirements and Procurement Methods
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Group 5: External Factors and Market Conditions

As shown in Table 6, the 14 factors analysed in this group are related to the external factors and market conditions.

Both clients and consultants evaluated material as the most important factor, with an RII of 0.954 and 1st overall ranking. Separate voting of clients and consultants also placed this factor first, with RIIs of 0.947 and 0.967, respectively. This result came as no surprise because in the case of a border closure, available stocks of construction materials would soon run out, leading to price escalation. Enshassi, Mohamed and Madi (2007) reported that a continuous increase in materials consumption may be justified by the repeated border closures and the instability of local markets. During any closure, construction activities would usually be suspended, so this factor has to be considered very carefully by estimators when preparing their pre-tender estimates. The variation between this research and others can be attributed to the different environmental conditions between the Gaza Strip, the UK and Nigeria.

Closure and blockade was ranked second by both the clients and consultants with an RII of 0.951 and second overall. The clients ranked this factor first with an RII of 0.947 and the consultants ranked it second with an RII of 0.954. This result is in line with findings reported by Al-Shanti (2003), who noted that a closure has a large effect on the prices of basic construction materials such as cement, steel and aggregate, resulting in substantially increased project costs.

Impact of government regulations requirement and Social and cultural impact were assessed as the two least important factors by both clients and consultants, with RIIs of 0.649 and 0.540, respectively and overall rankings of 60th and 64th, respectively. These results were supported by Al-Khaldi (1990), who argued that these two factors have little influence on the estimating process and scored 50% and 61%, respectively.


Table 6. Rank and RIIs of Factors Related to Market Conditions
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The W was equal to 0.842 with a p-value (Sig.) less than the level of significance, α = 0.05, so the null hypothesis is rejected and the alternative hypothesis is justified. That is, there is a significant degree of agreement among the clients and consultants in this group.

From the Mann-Whitney test, the p-value (Sig.) was 0.058, which is slightly greater than the level of significance, α = 0.05, for this group. Therefore, there is an insignificant difference between the client and consultant respondents toward the factors related to external factors and market conditions.

Group Comparison

The comparison of the five groups of factors affecting the level of accuracy of pre-tender cost estimates in the Gaza Strip is shown in Table 7.


Table 7. Rank and RIIs of All Groups
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The factors related to consultants, design parameters and information group was ranked first by clients and consultants, with RIIs of 0.809 and 0.788, respectively. The presence of six of the ten highest ranked factors from this group of factors indicates that this is the most important group of factors affecting cost estimate accuracy of pre-tender. This result agrees with Trost and Oberlender (2003) and Elhag, Boussabaine and Ballal (2005).

Factors related to external factors and market conditions was ranked second by clients and consultants, with RIIs of 0.794 and 0.740, respectively. Three factors from this group were within the 10 highest ranked factors and two of these three, material and closure and blockade, were ranked as the two most important factors by both clients and consultants.

While factors related to contract requirements and procurement methods group was ranked third by both the clients and consultants, the clear contract conditions factor of this group achieved the 10th highest score overall. This result indicates that the clear contact conditions have a clear effect on tender prices.

Factors related to clients’ characteristics and factors related to project characteristics were ranked fourth and fifth, respectively, by clients and consultants. It is evident that both clients and consultants regarded these two groups as having relatively little effect on the accuracy of pre-tender cost estimates in the Gaza Strip.


CONCLUSIONS

An exploratory study of factors affecting the accuracy of pre-tender cost estimates was conducted to determine the relative level of influence of each factor. The ranking of 64 factors revealed that the ten most influential factors affecting cost estimate accuracy are as follows:


	Material (prices/availability/supply/quality/imports)

	Borders closure and blockade

	Project team’s experience in the type of construction

	Experience and skill level of the consultant

	Having clear and detailed drawings and specifications

	Quality of information flow

	Completeness of cost information

	Accuracy and reliability of cost information

	Currency exchange fluctuation

	Clear contract conditions


The five least influential factors, as evaluated by clients and consultants, are impact of government regulations requirement, project location, type of structures, size of estimating team and social and cultural impact.

From the above results, it was concluded that both clients and consultants generally agree on the ranking order of the factors affecting cost estimate accuracy. This agreement confirms the influential effects of those factors on the accuracy of cost estimates and provides a level of validation for this research. This validation was confirmed by the high values of the Kendall’s coefficients of concordance achieved within each group. According to the Mann-Whitney test, there is no difference of opinion between clients and consultants in the factors affecting accuracy of pre-tender cost estimates at the significance level of 0.05.

It is recommended that clients and consultants give more attention to the most important factors that affect the accuracy of pre-tender cost estimates in order to achieve more reliable and realistic estimates. They should monitor the performance of their estimates in terms of accuracy and hire a qualified technical staff to obtain accurate estimates. Clear identification of project requirements is essential before the start of the estimating process. Clients and consultants should also obtain as much accurate information as possible from manufacturers and suppliers pertaining to the costs of procured materials and/or systems. If clients and consultants have a poor understanding of materials (prices/availability/supply/quality/imports), this would undoubtedly affect the accuracy of cost estimates. Clients and consultants should make sure that contract conditions are very clear to both parties.

Finally, it is also recommended that training courses on factors affecting the accuracy of cost estimates should be conducted. These activities would improve the local practice of cost estimating and increase the capabilities of estimators by using estimating software packages. A number of case studies from real life projects are being conducted to gather empirical data.

The findings of this study will help clients and consultants focus on the main causes affecting the accuracy of pre-tender cost estimating and develop effective strategies for accurate cost estimating.
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Abstract: The study aims to investigate the factors that attract the adoption of public private partnership (PPP) in Malaysia. It also intends to examine the differences in the perception of those factors by the government and private sector. A questionnaire survey was used to elicit the perceptions of the public and private sectors on the attractive factors of PPP adoption in Malaysia. One hundred and twenty two usable responses were analysed using Statistical Package for the Social Science (SPSS) to rank the importance of the factors based on the overall responses, as well as the responses from both the public and the private sectors and to examine the differences in the perceptions between the two sectors. The overall results show that “facilitate creative and innovative approaches“, “solve the problem of public sector budget restraint“, “provide an integrated solution“, “benefit local economic development” and “accelerate project development” are the top five attractive factors for adopting PPP in Malaysia. In terms of the differences in the perception between the public and private sector groups, the statistical test results indicated that there are significant differences in the perception for a number of factors.
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INTRODUCTION

Public private partnership (PPP) is a globally accepted public sector procurement mechanism whereby the government engages commitment from the private sector and transfers a certain level of responsibilities to the private sector in providing public facilities or services. The fundamental justifications for adopting PPP would significantly reduce the upfront costs for the government in providing and maintaining public facilities and that it allows for improvement in the public facilities and services because PPP encourages innovation by the private sector (Heald and Geaughan, 1997; Gaffney, Pollock and Shaoul, 1999; Glaister, 1999).

In Malaysia, PPP projects have grown at an accelerated pace since the 1980s because of a few enforcing factors, including the government agenda to foster greater private sector involvement in the country’s development projects by offering attractive incentives and the rapid growth of construction projects as part of the country’s development plan (Endut, Akintoye and Kelly, 2006; Ismail, 2012). In particular, the evolution of PPP in Malaysia started with the Malaysia Incorporated programme (Economic Planning Unit, 1981) and was followed by the privatisation programme (Economic Planning Unit, 1985). Under the Economic Planning Unit, the government’s goal to encourage greater participation of the private sector in government projects was accomplished when the Private Finance Initiative programme was officially unveiled (Economic Planning Unit, 2006). More recently, in the Tenth Malaysia Plan, the continuous effort of the Malaysian government in promoting private sector involvement was revealed with the announcement of more development projects to be implemented using the PPP scheme (Economic Planning Unit, 2010).


In ensuring that the government’s agenda for greater private sector participation via the PPP program is achieved, it is crucial to identify the factors that attract the private and public sectors to participate in PPP. Hence, this study aims to offer some evidence on this issue. Specifically, there are two objectives of the present study. First, it examines the key factors that attract the use of PPP as perceived by respondents, as well as the perceptions of the public sector and private sector groups. Second, the study intends to investigate the differences between the public and private sectors in terms of their perception on the importance of the factors. This paper is unique in the sense that it highlights not only the important attractive factors of adopting PPP in Malaysia but also offers evidence on the differences in the perceptions of the two key parties involved in PPP (i.e., the public sector and the private sector) in relation to the factors. It is vital to put forward the differences of opinion of the two parties because each party plays a different role in a PPP contract.

The remainder of this paper is structured as follows. The next section reviews relevant literature concerning the attractive factors in adopting PPP. This is followed by a methodology section, which describes the instrument used, sample and data collection and analysis procedures. The results are discussed in the subsequent section, followed by the implications, limitations, suggestions for future research and the conclusion in the final section.

LITERATURE REVIEW

Prior studies have highlighted various factors that have attracted various parties to engage in PPP projects. According to Hall (1998), the rationales for a country to prefer the use PPP to execute public projects are that the private sector is inherently more efficient and more innovative than the public sector, the private sector has the advantage of competitive pressures in the delivery of public services and the private sector might be able to manage some types of risk more effectively than the public sector, which ultimately lead to a better quality of services provided, cost savings and the reduction of risks taken on by the government.

Hodges and Mellett (2004) also highlighted the advantages of PPP, which were similar to those mentioned by Hall (1998) and in addition, they stated that PPP can strengthen project monitoring and ensure greater accountability. Furthermore, Leiringer (2006) claimed that governments across the world are favouring PPP because of reasons such as lower project costs, shorter construction times, competitive advantages, higher overall qualities in the end product and the benefits accrued from letting the private sector be innovative in its solutions. Mumford (1998) identified the following six sources of savings of PPP over conventional procurement options: clearer definition and specification of user needs, more careful lifetime design and costing by the private constructor, speedier construction and commissioning, more effective monitoring of contracts, incentives that better align effort with risk and rewards, and decision making that better exploits asset compatibility.

Hurst and Reeves (2004) mentioned that the major attractions of PPP for the government are the potential of accruing efficiency and value for monetary gains from the projects. Because PPP promotes private sector innovation, an improvement of the dynamic efficiency as well as of the quality of services can be achieved. Jamali (2004) viewed PPP as an innovative policy tool to mitigate the lack of dynamism in traditional public services.

Vining, Boardman and Poschmann (2005), as cited in Vining and Boardman (2008), reported three major rationales about why governments engage in PPP. First, PPP seems to minimise the government’s budget on expenditures. Second, both the provision of the infrastructure and the services by the private sector are at a lower cost because of the economies of scale, more experience, better incentives and a greater ability to innovate. The third rational is it reduces the government’s risk, particularly during the design and construction phase as well as the operating phase. Reeves and Ryan (2007) suggested a number of benefits from PPP implementation, including faster delivery of public infrastructure, a reduction in public spending and a better value for money compared to traditional methods of procurement.

There have also been a number of studies that empirically evaluated the financial and non-financial performance of PPP projects and that could support the attractiveness of PPP. In terms of the financial performance, the National Audit Office (1999a) examined seven PPP projects in the UK and reported that the average cost savings were 20%. In another study by Arthur Anderson and LSE Enterprise (2000), there was evidence that PPP projects resulted in estimated cost savings of 17%. A study by the Institute for Public Policy Research (IPPR) (2002) discovered that the expected benefits of PPP schemes vary from sector to sector. In particular, it was reported that PPP in road, defence and prison projects saved up to 31% compared to traditional procurement. However, for school and hospital PPP projects, the savings was not more than 10% (IPPR, 2002). More recently, Ismail (2011) carried out an analysis of 24 audit reports that cover 40 PPP projects in the United Kingdom that have been audited by various official audit bodies including the National Audit Department, Audit Commission and Audit Scotland. Based on the financial information of the projects, it was discovered that the total estimated cost savings of the projects was approximately 18.3%. The evidence, therefore, lends supports to the early reviews by the National Audit Office (1999b), Arthur Anderson and LSE Enterprise (2000) and IPPR (2002).

To study the non-financial aspects of PPP performance, an investigation by Audit Scotland (2002) on PPP schools was carried out and revealed a positive outcome, showing that the construction work was delivered on time. Conversely, the Audit Commission (2003) claimed that their study found no evidence that the PPP schools were delivered more quickly than those in the public sector. In another study by the National Audit Office (2003a) on the operational performance of PPP prisons, it was reported that PPP prisons had introduced innovation that led to improvement and efficiency in prison management and development. Moreover, PPP prisons tend to perform better than public sector prisons in areas related to the activities of prisoners (National Audit Office, 2003a). The National Audit Office (2003b) also investigated the benefits of PPP schemes in terms of the delivery time, price certainty and quality of the projects based on the 37 PPP projects from various sectors. It was reported that PPP projects were delivered on time or earlier, within the public sector budget and with good quality (National Audit Office, 2003b).

In addition to studies that have examined the outcomes of successful PPP projects, studies have also sought the opinions of the various parties on the attractive factors of PPP, although the number remains very limited. In particular, a study by Li et al. (2005), who carried out a postal questionnaire survey to investigate the attractive factors for adopting PPP in the UK, revealed that the top three attractive factors include “transfer of risk to private sector“, “solving the problem of public sector budget constraints” and “non-recourse or limited recourse public funding”. In addition, Li et al. (2005) also examined the differences between the public and private sectors respondents’ perceptions on the importance of the factors and reported that there are no significant differences in the perceptions except for a few factors that are not among the top three attractive factors. Cheung (2009) adopted the questionnaire survey by Li et al. (2005) to investigate the attractive factors of adopting PPP in Hong Kong and Australia. The study reported that the top three attractive factors for PPP in Hong Kong include “provide an integrated solution (for public infrastructure/services)“, “facilitate creative and innovative approaches” and “solve the problem of public sector budget restraint”. As perceived by the respondents in Australia, the top three PPP attractiveness factors are “provide an integrated solution (for public infrastructure/services)“, “facilitate creative and innovative approaches” and “save time in delivering the project”.

In light of the above literature, the factors attracting both parties’ (i.e., the government and private sectors) involvement in PPP can be summarised as follows: solve the problem of public sector restraint, provide integrated solutions, reduce public money tied up in capital investment, facilitate creative and innovative approaches, reduce the total project cost, save time in delivering the project, transfer risks to the private sector, reduce public sector administrative costs, benefit local economic development, improve buildability, improve maintainability, non-recourse or limited recourse to public funding and accelerate project development. More importantly, based on earlier studies, particularly by Li et al. (2005) and Cheung (2009), the results show that the attractive factors perceived by the respondents in the UK are different from the factors perceived by the respondents in Hong Kong and Australia. This finding implies that the unique characteristics of PPP in each country influence the PPP attractiveness in the country. Consequently and because there is no similar evidence in the Malaysian context, this study investigates the attractive factors for PPP implementation in Malaysia.

METHODOLOGY

Research Instrument

The study adopted the questionnaire survey developed by Li et al. (2005), who proposed various attractive factors based on a comprehensive review of prior literature. The rationale for adopting similar attractive factors to those used in prior studies, particularly by Li et al. (2005) and Cheung (2009), is that the factors identified are recognised by the industry and academia and a number of papers that used the questionnaire have been published in reputable refereed journals (Cheung, Chan and Kajewski, 2009; Ismail, 2012). As claimed by Cheung, Chan and Kajewski (2009), there is no strong justification to reinvent work that has previously been discovered by other researchers. Moreover, using the same instrument by researchers from different countries will allow future studies to make a comparison between the attractive factors for PPP adoption in various countries (Cheung, 2009).

The questionnaire comprises 13 attractive factors for adopting PPP instead of traditional procurement, as shown in Table 1. The respondents were asked to rate the importance of each factor based on a five-point Likert scale from (1) most important to (5) not important.


Table 1. List of Attractive Factors of Adopting PPP



	No.
	Attractive Factors



	1
	Solve the problem of public sector budget restraint



	2
	Provide an integrated solution (for public infrastructure/service)



	3
	Reduce public money tied up in capital investment



	4
	Facilitate creative and innovative approaches



	5
	Reduce the total project cost



	6
	Save time in delivering the project



	7
	Transfer risk to the private sector



	8
	Reduce public sector administration costs



	9
	Benefit local economic development



	10
	Improve buildability



	11
	Improve maintainability



	12
	Non-recourse or limited recourse to public funding



	13
	Accelerate project development



Sample and Collection Procedures

A total of 250 questionnaires were distributed to the participants of the national seminar on Malaysian PPP Framework organised by the Public Private Partnership Unit, which was held in early 2011. The respondents were politely approached by the researcher to request their participation in the survey. Each potential respondent received a cover letter and a copy of the questionnaire. The cover letter explained the purpose of the study and assured the confidentiality of the answers given by the respondents. It took respondents, on average, 10 minutes to complete the questionnaire. The completed questionnaires were collected at the end of the seminar. A total of 185 respondents completed the questionnaire; six questionnaires were excluded as they were incomplete. To ensure the credibility of the findings, an additional 52 responses from respondents who claimed to have no experience in PPP projects were omitted from the analysis. As a result, 122 completed questionnaires were useable for this study, representing a usable response rate of 48.8%.


Data Analysis

The data were analysed using the Statistical Package for the Social Sciences (SPSS) software. The descriptive statistic of the mean score was computed for the five-point Likert scale based on the importance of each of the 13 attractive factors. Then, based on the mean scores, the factors were ranked according to the importance as perceived by the overall respondents as well as by the public and private sectors independently. An independent sample t-test was carried out to statistically examine the differences in the perceptions of the two groups of respondents.

Response Rate and Demographic Information of Respondents

The total number of respondents was 122, with 52 (42.6%) engaged in the public sector and 70 (57.4%) engaged in the private sector. Table 2 illustrates that the respondents originated from different levels of the government (i.e., federal, state and local government) and private sector companies with various backgrounds (i.e., financier, facilities management and construction companies). The majority of the respondents were either attached to the public sector at the federal level (44 respondents) or serving the construction companies (36 respondents).


Table 2. Distribution of Respondents
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The questionnaire respondents comprised experienced practitioners from the industry. As shown in Table 3, 73.8% of the respondents possessed more than five years of working experience and over 20% of respondents had over 21 years of industrial experience. In addition, of all respondents who had experience in PPP implementation, 31.1% had previously been involved with more than five PPP projects. Overall, the background of the respondents reflects their credibility in providing reliable information for the purpose of the present study.


Table 3. Characteristics of Respondents



	Survey Respondents’ Characteristics
	Frequency
	Percentage



	Years of experience



	Less than 5 years
	32
	26.2



	6–10 years
	28
	23.0



	11–15 years
	19
	15.6



	16–20 years
	18
	14.8



	21 years above
	25
	20.5



	Number of PPP projects



	1
	36
	29.5



	2
	31
	25.4



	3
	12
	9.8



	4
	5
	4.1



	5 and above
	38
	31.1



FINDINGS AND DISCUSSION

The findings are presented in the following manner: (1) the overall results on the attractive factors, (2) the differences between the public and private sectors on the attractive factors, (3) the overall results on the hindrance factors and (4) the differences between the public and private sectors on the hindrance factors.

Results of the Attractive Factors

Table 4 illustrates the mean scores and the rank of the relative importance of each of the 13 attractive factors based on the overall respondents and the sector (i.e., public and private sectors).

The respondents rated each factor based on a five point Likert scale where 1 means most important and 5 means not important. The results in Table 4 show that all the 13 factors were perceived by each group of respondents to be either “most important” or “important” because the mean scores for the factors range from 1.44 to 2.54.

Overall respondents’ perceptions on the importance of the attractive factors

Based on the mean score results of all respondents, four factors were perceived as “most important” and have mean scores below 1.50. The attractive factors, in descending order of importance, are: (1) solve the problem of public sector budget restraint, (2) provide an integrated solution (for public infrastructure/service), (3) facilitate creative and innovative approaches, and (4) accelerate project development.


Table 4. Perception of Survey Respondents Concerning the Relative Importance of Attractive Factors in Adopting PPP Projects
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“Solve the problem of public sector budget restraint” is the most important attractive factor as perceived by the overall respondents. PPP is widely adopted by the government of many countries because it is claimed that having the private sector take on a significant responsibility to construct, finance, operate and maintain public infrastructure could reduce government allocation for development projects (Peat, 1995; Robinson, 2000). This is evident in studies by Li et al. (2005) and Cheung (2009), who discovered this factor as among the top factors attracting PPP adoption in the UK and Hong Kong, respectively. In the context of Malaysia, the global economic recession in the 1980s had caused the government to reduce its role in the economy by making the involvement of the private sector a vital mechanism of Malaysian’s government economic policy (Siddiquee, 2006). As a result of private sector involvement, the government has enjoyed massive savings in its capital expenditure (Economic Planning Unit, 2001).

The second most attractive factor in adopting PPP in Malaysia as perceived by the respondents is “provide an integrated solution for public infrastructure/service”. PPP becomes an integrated solution mechanism because it involves a private consortium that is set up to run a PPP project and is comprised of several private companies of different expert areas who are jointly responsible for designing, building, financing, operating and maintaining the projects over the contract period (Cheung, 2009). The involvement of multiple experts in a PPP project is expected to be able to produce better and more efficient public facilities and services (Ongolo, 2006). For example, the introduction of Light Rapid Transport (LRT) systems and commuter services in rail services in Malaysia via PPP allows users to avoid heavy road congestion, significantly reducing users’ travelling time. Similarly, the construction of PPP toll highways has not only minimised the travelling time and vehicle operating costs of users but has also contributed to the comfort and safety for road users (Economic Planning Unit, 2001; 2006). This attractive factor was perceived to be equally important for PPP implementation in Hong Kong, Australia and the United Kingdom (Li et al., 2005; Cheung, 2009).

Another important attractive factor as rated by the respondents and in third place is “facilitate creative and innovative approaches”. There has been evidence that by using PPP, the public at large can enjoy better quality services because PPP encourages the private sectors to be innovative and creative in delivering the projects (Grimsey and Graham, 1997; Treasury Taskforce, 1997). In the context of Malaysian PPP, this is evident in the PPP e-perolehan project (i.e., online public procurement systems), which was reported to have improved service delivery because the private sector is perceived as being more innovative and efficient because it operates in a competitive commercial environment where there are incentives and rewards for meeting the needs of the customers (Kaliannan, Awang and Raman, 2010).

The factor ranked fourth by respondents is “accelerate project development”. In particular, the government was attracted to PPP because it has been proven from the experience of other countries that by using PPP, public projects were delivered on time, if not ahead of schedule and at a lower cost (Abdul Aziz, 2010; Abdul Aziz and Kassim, 2011). For example, it was reported that a number of PPP road projects in Malaysia were made available earlier than if the projects had been undertaken using the traditional government procurement method (Economic Planning Unit, 2001; 2006). Although respondents in the UK perceived the factor important to some extent, based on the mean score ranking, the factor was ranked lower by the UK’s respondents (Cheung, Chan and Kajewski, 2009).

Differences in the perceptions of the public and private sectors’ respondents on the importance of attractive factors

In terms of the differences on the perceived importance of each factor by the public and private sectors, based on the mean score rankings, the results of the two parties are almost similar except for differences in the ranking for several factors. Table 4 shows that all factors were perceived to be more important by the public sector respondents than by the private sector respondents because the mean score values of the public sector respondents are lower than their private sector counterparts. PPP is a government agenda to improve the quality of infrastructure and public services in order to stimulate economic growth. Therefore, PPP is closer to civil servants than those in the private sector, whose ultimate business goal is to maximise profit (Jayaseelan and Tan, 2006; Rusmani, 2010).

In further investigating the differences in the perceptions of the public and private sectors regarding the importance of each of the thirteen attractive factors, an independent t-test was conducted; the results are tabulated in Table 5 below.


Table 5. Summary of the Independent t-Test Results for Attractive Factors



	Attractive Factors
	F
	T
	Significance



	Solve the problem of public sector budget restraint
	0.033
	–0.349
	0.728



	Provide an integrated solution (for public
	8.270
	–2.159
	0.026*



	infrastructure/service)
	
	
	



	Reduce public money tied up in capital investment
	0.840
	–0.451
	0.646



	Facilitate creative and innovative approaches
	5.701
	–0.625
	0.513



	Reduce the total project cost
	1.350
	–0.553
	0.590



	Save time in delivering the project
	0.346
	–1.846
	0.064



	Transfer risk to the private sector
	0.074
	–0.421
	0.675



	Reduce public sector administration costs
	0.647
	–2.765
	0.006**



	Benefit local economic development
	0.047
	–2.333
	0.020*



	Improve buildability
	1.640
	–1.504
	0.135



	Improve maintainability
	0.779
	–2.025
	0.045*



	Non-recourse or limited recourse to public funding
	0.059
	–0.889
	0.376



	Accelerate project development
	1.274
	–0.045
	0.964



**Significant at 1%, *Significant at 5%

Based on the results shown in Table 5, the findings indicate that there is no significant difference in the perceptions of the public and private sectors except in the cases of four factors: “reduce public sector administration costs“, “provide an integrated solution for public infrastructure/service“, “benefit local economic development” and “improve maintainability“, which show a statistically significant difference at the 5% significance level. The result is in line with Li et al. (2005), who also discovered significant differences between the perceptions of private and public sector respondents in the UK for only several attractive factors, although Li et al. (2005) reported that the private sector respondents in the UK perceived the factors as being more important than the public sector respondents.

The public sector respondents perceived the attractive factor “reduce public sector administration costs” as significantly more important than the private sector respondents because it is the initial reason for the public sector to engage private sector companies in delivering public facilities and services in order for the government to reduce its administrative costs, particularly during a period of economic downturn (Siddiquee, 2006). In fact, the government’s aims to minimise its administrative burdens via PPP have been evident by the significant number of public sector workforces that have been transferred to private sector entities, hence reducing the administrative burden of the government in terms of recruitment, promotion and training personnel (Economic Planning Unit, 2001).

Similarly, for the other three factors, which are “provide an integrated solution for public infrastructure/service“, “benefit local economic development” and “improve maintainability“, the public sector respondents perceived them as being significantly more important than the private sector respondents. The possible justification for the significant difference in the perception between the two parties lies in the common belief that the private sector is more efficient and innovative than the public sector. Therefore, under PPP, the public sector expects the private sector to provide solutions with better quality infrastructure and services that will contribute to the economic development of the country and ultimately benefit the public at large.

IMPLICATIONS, LIMITATIONS AND CONCLUSION

The study used a questionnaire survey to examine the attractive factors for the use of PPP to deliver public facilities and services in Malaysia. Moreover, this paper evaluated the differences in the perception of the two main players in PPP, the public sector and the private sector, in terms of each factor. The overall results show that “solve the problem of public sector budget restraint“, “provide an integrated solution (for public infrastructure/service)“, “facilitate creative and innovative approaches” and “accelerate project development” are the four most important attractive factors for adopting PPP in Malaysia. In terms of the differences in perception between the public and private sector groups, the statistical test results indicated that there are significant differences for only a few attractive factors.

The results of the top attractive factors for PPP adoption in Malaysia are significant to the various PPP stakeholders, particularly the government, who introduce the policy and the private sector companies, who take significant responsibilities in carrying out projects via PPP. In particular, the result shows that PPP is claimed to be attractive because it encourages innovation in delivering projects among the private sectors. Therefore, in ensuring that PPP continues to be an attractive and successful procurement mechanism, the government should continue to support innovation by the private sector by giving more authority to the private sector companies in deciding the design, financing option and operation of the facilities.

PPP is also perceived as an attractive initiative because it requires private sector companies to form a special purpose vehicle that comprises of few companies with different expertise to jointly undertake a long term government project. To emphasise the need to form an SPV that comprises various private companies, in evaluating the tender for PPP, the government may consider assessing the credibility of each company that forms the SPV rather than only assess the construction company that will lead the PPP project. This leads to a greater possibility of a PPP project to succeed because all of the private companies that form the SPV are in a position to play appropriate roles throughout the PPP contract. Moreover, PPP is also considered attractive because it is believed to accelerate project development. To ensure fast project delivery via PPP, the relevant government authority, particularly the Unit Kerjasama Awam Swasta (UKAS), may want to ensure that there is no long delay in any process before the PPP project is awarded to an SPV or a private company. In addition, from time to time, UKAS may need to obtain feedback from various parties, particularly the private sector companies, on the present process of procuring a PPP project to improvise it for faster project development.

The differences in perception between the private and public sector respondents for several PPP attractive factors, which the public sector respondents perceived as being more important than the private sector respondents, imply that the private sector companies in Malaysia are yet to believe in the attractiveness of PPP procurement, which may ultimately lead to a lesser commitment in implementing PPP. In ensuring that the objectives of PPP are achieved, it is vital that both parties have an equal priority towards PPP implementation. To overcome the issue, the Malaysian government may want to consider offering greater incentives to private sector companies, such as a lower tax or tax exemption for profit from PPP projects.

There are several limitations to this study. First, although the use of the questionnaire survey allows for a greater sample size, having other methods such as interviews with PPP experts and the use of a case study approach may enrich the findings and lead to the triangulation of evidence on the factors attracting PPP implementation in Malaysia. Second, this study only assessed the attractive factors for adopting PPP. Although this is important, it is also crucial to both the government and private sectors to have information on the factors that hinder the adoption of PPP. Hence, future studies may want to extend this study by also looking at this neglected issue. Despite its limitations, this study offers some insights and useful information for the government and private sector providers concerning the important factors attracting the implementation of PPP in Malaysia.
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Abstract: As recently as late 2010, Africa sought a 20% increase in funding for its poor countries despite years of international aid. In 2002, Nigeria’s Ebonyi State became part of the Community-Based Urban Development Project and, in 2005, joined the Community-Based Poverty Reduction Project, both funded by the World Bank. Ebonyi focused all of the aid it received on three communities in its capital, Abakiliki. The three communities were chosen because they exhibited the lowest social, political and economic status and the highest levels of physical decay based on a survey in 2001. One of the three communities, Kpirikpiri, was surveyed again in 2010 as part of this research and in 2011, a sample of its residents participated in focus groups to evaluate how their lives had improved as a result of this funding. It was shocking to discover that the community still suffered from all five housing deprivations used by UN-Habitat to define slum conditions. Yet, the potential of these residents is high. The challenge is how to unlock their potential and establish community organisations that can apply for their own funding; develop a local economy through activities, such as home-based enterprises; negotiate with landlords, and start to improve their environmental conditions.

Keywords: Developing countries, Economic development, Environment, Participation

INTRODUCTION

Since 1968, when the World Bank turned its attention to the needs of people in the developing world, arguments about the World Bank’s effectiveness, accountability, and even terminology have continued unabated. In the poorest countries, World Bank strategies have been based on poverty reduction. As part of Sub-Saharan Africa, Nigeria belongs to this group of poor countries and has received substantial aid. However, as recently as late 2010, Africa sought a 20% increase in funding for its poor communities (World Bank, 2010). The purpose of this paper is to investigate the social, economic and environmental conditions of one of these communities as representative of the general picture following the extensive programme of World Bank funding. Recent circumstances are examined to appraise residents’ living conditions at the end of this period of international aid.

THEORETICAL FRAMEWORK: URBAN DEPRIVATION

Deprivation can be defined as a state of observable and demonstrable disadvantage in a local community (Townsend, 1987). While housing deprivation has attracted attention, the study of other forms of deprivation has been less evident (Olotuah, 2010). This is primarily due to the readily observable nature of housing. Rakodi and Lloyd-Jones (2006), among others, suggest that there are a range of issues related to vulnerability in poor urban areas. These include a lack of social networks, groups and trust and exclusion from decision-making; low levels of skills, knowledge, and access to work in the context of no financial reserves from savings, credit or pensions; and inadequate shelter, water and sanitation. It is the multiple forms of deprivation that need to be addressed (Wong, 2006). These aspects of vulnerability can be analysed through social, economic and environmental perspectives, which are perceived as the three pillars of sustainable development.

The Social Perspective on Urban Deprivation

Social deficiencies are major inhibitions to community development, and include such things as the absence of social networks, active formal groupings and trust within the community and the outside world. One significant issue for deprived communities is their exclusion from wider society (Nger and Riley, 2007). Enyedi (2002) notes that a healthy social environment is one characterised by reduced social inequality. People in socially cohesive groups epitomise place attachment and are more strongly motivated to contribute to the group’s welfare, with a view to advancing their own objectives and participating in community activities (Cartwright, 1968). The concept of sustainable livelihoods offers a more coherent and integrated way of addressing poverty and enhancing poor people’s ability to generate socially sustainable lifestyles (Krantz, 2001). This approach relies on social capital, which is the resource of skills, talents and abilities within a community that can be used to build partnerships and develop community enterprises (Skinner, 1997). It has been argued that social capital can be formal or informal (Pichler and Wallace, 2007). Formal social capital involves joining civic organisations and participating in public life (Putnam, 1994; 1995; 2000); whereas informal social capital is created through family and friendships (Coleman, 1988) and confers great social benefit, such as trusting others with valuables (Bordieu, 1986). According to Mitra (2008), the absence of formal social capital means that slum communities suffer severely restricted access to livelihood. Thus, community capacity is necessary to acquiring and using resources (Iscoe, 1974). Littlejohns and Thompson (2001) note that for a community to evolve, it needs to implement and sustain actions to exercise control over its social environment. This involves training, organisational and personal development, and resource provision, all arranged to reflect the principles of empowerment and equality (Skinner, 1997) with a continued emphasis on education (Howe and Cleary, 2001). The United Nations (UN-Habitat, 2002) states that an appropriate poverty strategy should provide all persons with the opportunity to earn a sustainable livelihood, by implementing policies that focus on capacity building to create human (social) capital. Thus, the notion of sustainable livelihoods is dependent on social capital, which itself depends on community capacity building. The cycle is completed when sustainable livelihoods contribute to community capacity building (see Figure 1). It is clear that these three virtues would be advantageous to a deprived community.
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Figure 1. A Virtuous Cycle



The Economic Perspective on Urban Deprivation

According to Osinubi (2003), poverty is the inability to generate adequate income, find a stable job, own property or maintain healthy conditions. To be poor means to have limited access to the basic necessities of life such as food, clothing, and decent shelter; to be unable to meet economic obligations; to lack skills and engagement with gainful employment (Mitra, 2008); to have few or no economic assets and sometimes to lack self-esteem. Unemployment is the most visible symptom of deficiencies in the local economy (Morison, 1987). It results in a substantial waste of manpower resources and generates welfare loss in terms of lower output, thereby leading to lower income and reduced well-being (Akinboyo, 1987; Raheem, 1993). In the context of deprived communities, formal employment is characterised by large scale industrial branch plants, with national or international management structures that are difficult to access because they are geographically distant. Previous research has shown that most employed slum dwellers work in the informal sector (e.g., Nwaka, 2005). Informal economic activities can be placed into three categories (Williams and Windebank, 2002; Organisation for Economic Co-operation and Development [OECD], 2002): paid informal work, which is hidden and unregistered by the state, but legal in all other senses; illegal economic activities, wherein productive activities generate goods and services forbidden by law or that are unlawful when carried out by unauthorised producers, and unpaid informal work, which is work composed of self-provisioning activities and reciprocal support. The informal sector is characterised by ease of entry, reliance on indigenous resources, family ownership of enterprises and small scales of operation. It is essentially a traditional subsistence sector that provides basic services within cities (Lejour and Tang, 1999). Although a large proportion of the urban workforce in developing countries is employed in the informal sector, it is largely ignored, rarely supported, typically unregulated and actively discouraged by governments (Gugler, 1982).


Any enterprise that takes place in a domestic environment, and not on designated commercial or industrial premises, is referred to as a home-based enterprise (HBE) (Tipple, 2005). The poor often resort to HBEs to sustain their livelihoods (Gough, Tipple and Napier, 2003). Such businesses have been recognised as important features in most low-income communities (Rogerson, 1991; Gough and Kellett, 2001; UN-Habitat, 2003; Tipple, 2006a). Although HBEs are important, there are some concerns raised in the literature. HBEs may pose safety threats and cause noise and other forms of environmental pollution (Matsebe, 2009). There are also space-related problems (Kellett and Tipple, 2000), as well as the possibility of workers being exploited through inadequate wages and long working hours (Tipple, 1993). Nevertheless, a study by Finmark Trust (2006) confirmed that most successful enterprises were incubated as home-based enterprises. This implies that they could metamorphose into businesses that operate within the formal economy, if allowed to develop.

Environmental Perspective on Urban Deprivation

Terminology has become increasingly important in the study of sensitive issues. Thus, there is concern over the use of the word “slum”, as it can invite clearance programmes. The Federal Government of Nigeria certainly tried that strategy in the 1990s (Agbola and Jinadu, 1997). Some academics prefer the term “informal settlements”. However, this really means unplanned land occupation (Huchzermeyer and Karam, 2006) and offers no description as to the quality of the environment. In the case of Nigeria, official clearance is a relic of the 20th century, and “slum” has become a useful notion, especially as it is clearly defined by a UN-Habitat report (2007) as the five shelter deprivations that follow:


A group of individuals living under the same roof in an urban area who lack one or more of the following:


	Durable housing of a permanent nature that protects against extreme climate conditions

	Sufficient living space, which means not more than three people sharing the same room

	Easy access to safe water in sufficient amounts at an affordable price

	Access to adequate sanitation in the form of a private or public toilet shared by a reasonable number of people

	Security of tenure that prevents forced evictions




The report continues that Sub-Saharan Africa is the most deprived region in the world, with over 80% of the region’s homes having one or two shelter deprivations. Researchers in Sub-Saharan Africa, including Abiodun and Boateng (1987) and Akinyemi and Birgit (2009), agree with UN-Habitat’s shelter deprivation definitions. However, they also note that assessment of environmental deprivation needs to be set within a socio-economic context.


The World Bank Assisted Programme

The World Bank (2009) has stated that Nigeria is the most populous country in Sub-Saharan Africa, and, by the turn of the 21st century, poverty in the country had become quite alarming. Continuing poverty reflects that although previous government programmes had poverty alleviation as one of the objectives, these programmes have had little impact on the poor. They were imposed from above with little commitment or involvement by the communities they were ostensibly attempting to help. Regardless, in the 21st century, World Bank-sponsored projects have funded the federal government of Nigeria, which subsequently delegated funds to the state governments. In Ebonyi State, it was decided to focus the aid on the poorest parts of Abakaliki, the state capital. Following a physical and socio-economic survey of eight communities by Diyokes (2001), the three communities of Kpirikpiri, Abakpa and Azuiyiokwu were shown to exhibit the lowest level of social, political and economic status, as well as the highest levels of physical decay, and were therefore chosen. Ebonyi state was admitted to the Community-based Poverty Reduction Project in May 2005; as part of a US$ 85 million credit to the Federal Government of Nigeria (World Bank, 2009). According to Omu and Okunmadewa (2006), the objective was to improve access of the poor to social and economic infrastructure and increase the availability and management of development resources at the community level. Since 2002, the state had already been part of the US$ 110 million Nigeria Community Urban Development Project (World Bank, 2002), which was aimed at improving the physical environment. In practice, these two projects were conflated into one programme. The intention was to use infrastructure improvements as a means of engendering positive socio-economic and environmental impacts (Diyokes, 2001). Table 1 shows proposed actions and outputs from this programme, and Figure 2 shows where the environmental improvements are located. A number of roads have been re-surfaced, and a small quantity of street lamps has been added. Four boreholes and one bus shelter have also been provided.

Iweka and Adebayo (2010) report that in Lagos, nine major slum communities presently benefit from a massive World Bank-assisted seven-year upgrading exercise that commenced in 2006. However, the exercise is the subject of some perplexity because of its emphasis on infrastructure, particularly on roads. An investigation was needed as to whether the people of Kpirikpiri have a similar perplexity.

STUDY AREA

Almost 10 years after the Diyokes’ (2001) survey, another survey of Kpirikpiri was undertaken as part of this research. The study area is collocated with the World Bank Programme area, covering 48 hectares (see Figure 2). The community comprises 1420 households, with a total of just less than 10000 people.


Table 1. World Bank-Assisted Community-Based Urban Development Project (2002–2011) and Community-Based Poverty Reduction Project (2005–2009) Objectives and Outputs



	Proposed Actions
	Outputs



	Upgrade existing earth roads with bituminous surfaced roads
	65% of roads re-surfaced



	Provide trunk drainage
	Not done



	Provide solid waste management facilities
	Not done



	Extend water supply pipelines
	Four new public boreholes



	Build new school blocks
	Not done



	Build new recreational facilities
	Not done



	Refurbish clinic
	Not done



	Refurbish market
	Original market destroyed by fire – relocated to northern boundary, in use but not completed



	Provide street lighting
	Installed along one street



	Provide bus shelters
	One erected



Source: Diyokes (2001)

METHODOLOGY

Survey 2010

A social-economic-environmental questionnaire was conducted of 10% of households in the study area. This sample offers a confidence level of 95% with a sampling error of 8% (De Vaus, 2002). Each household was assigned a number on a neighbourhood plan, and random number tables were used to select the sample. The views of every household member over 16 years of age were recorded. The questions were asked and responses were recorded by a team of researchers from Abakaliki. On a number of occasions, it was necessary to translate the issues into Igbo for full comprehension. In the social-economic-environmental questionnaire, the issues included household size, space and status; qualifications and skills; involvement in organised groups; trust; employment and income; reasons for living in the community and length of time there; cost of living and conditions. An observation schedule was created to enable researchers to objectively assess the environmental conditions about which residents were expressing their views. The conditions assessed included construction and quality of buildings; external spaces; streets and rainwater drainage and size, condition, density water supply and sanitation of interior spaces. The same houses were used for the observation schedule.

Focus Groups 2011

The purpose of the focus groups was twofold. It complemented the quantitative nature of the household survey with qualitative data on residents’ perceptions of current conditions. It was also intended to draw out respondents’ attitudes, feelings, beliefs, experiences and especially, reactions to the issues raised by the survey results. Following the recommendations of Krueger and King (1998), local volunteers worked alongside the researchers as they had more contacts, were well-known and could engender trust among the people. Participants were sought from social gatherings, (i.e., one social gathering place for each of worship, leisure, trading and working), generating four focus groups. Initial discussions identified those willing to take part and established a sufficient variety of residents throughout the groups but not necessarily within each group, including parents, single people, young people, men and women, employed and unemployed, landlords and tenants. In accordance with Goss and Leinbach (1996), each group consisted of 10 participants, and each session was conducted at one of the social gathering places and lasted one to two hours. The focus groups took place after the household survey to enable reflection on the quantitative results and to determine which aspects of the household survey would benefit from qualitative evaluation. The lead field researcher was the facilitator for each group and recorded the outcomes. The results were evaluated against the following analytical framework:


Table 2. Analytical Framework



	Social Perspective



	Indicators
	Criteria



	Place attachment
	Higher levels of self-esteem or pride in place, assessed by propensity to live in the community for a relatively long period of time (e.g., Cartwright, 1968)



	Social capital
	Levels of participation in social groups or associations (e.g., Putnam, 2000)



	
	Levels of trust in civil authorities – police, courts, state government, local government (e.g., Nger and Riley, 2007)



	
	Levels of trust in other residents with money and other valuables (e.g., Bourdieu, 1986)



	
	Friendship levels and frequency of residents’ meetings with one another in the community (e.g., Coleman, 1988)



	Economic Perspective



	Indicators
	Criteria



	Employment rate
	Unemployment as the most visible symptom of deficiencies in the local economy (e.g., Morison, 1987)



	Skills
	Qualifications and level of skills acquisition (e.g., Mitra, 2008)



	Availability of local enterprises
	Number of small and medium enterprises, including home-based enterprises (e.g., Gough, Tipple and Napier, 2003)



	Environmental Perspective



	Indicators
	Description



	Secure and durable buildings
	Walls, roofs, and floors built with strong, durable materials to provide comfort for the occupants (e.g., UN-Habitat, 2007)



	Adequate living space
	A habitable room should not be occupied by more than three persons (e.g., UN-Habitat, 2007)



	Access to water
	Adequate supply of clean, accessible and affordable water (e.g., Abiodun and Boateng, 1987)



	Access to sanitation
	Access to hygienic toilets (e.g., Akinyemi and Birgit, 2009)



	Security of tenure
	Lack of prevalent forced eviction (e.g., UN-Habitat, 2007)
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Figure 2. Aerial View of Kpirikpiri Showing Surfaced Roads, Street Lamps, Boreholes and the Bus Shelter Provided By the World Bank Projects



RESULTS AND ANALYSIS

Social Deprivation

The reasons for living in the neighbourhood clearly indicate the effects of rural-urban migration, as most people come to Kpirikpiri to seek work that is not available in their villages. The next most prevalent reason for living in Kpirikpiri is family, indicating the importance of social ties. Commitment to place is shown by almost a quarter of residents having lived there for over 16 years. However, there seems to have been a heavy influx of people over the last five years (see Table 3; all data in Tables 3–9 are taken from the survey). Overall, the residents’ view is that farming is for subsistence, not for employment or as a source of income. The focus groups confirmed that, consequently, people come to the cities for employment, which is increasingly very difficult to find because the recent influx has placed even greater stress on urban resources.


Table 3. Reasons for Living in the Community and Length of Time Lived There



	Reasons
	%
	Time
	%



	Work
	41%
	Over 16 years
	24%



	Family
	31%
	11–15 years
	8%



	Friends
	14%
	6–10 years
	13%



	Grew up there
	13%
	1–5 years
	44%



	Studies
	1%
	Less than one year
	11%



The survey showed that the community is not cohesive in a formal sense. Residents have low levels of engagement with organised clubs, groups and associations. Only for religion and the church is there a relatively high rate of participation (see Table 4).


Table 4. Percentage of Residents Engaged With Organised Groups



	Association
	%
	Association
	%



	Religion/Church
	62%
	Hobbies/Social clubs
	17%



	
	
	Sports clubs
	17%



	
	
	Community associations
	12%



	
	
	Trade unions
	11%



	
	
	Political parties
	8%



	
	
	Health and welfare groups
	6%



Lack of trust in authority, from the police to the courts, is also clear. Perhaps the lack of trust in local authority is most disturbing, as it might be supposed that local authority representatives could be the most fruitful route to obtaining practical support (see Table 5).


Table 5. Percentage of Residents Who Trust Authority



	Authority
	%



	Courts
	36%



	State government
	34%



	Local authority
	28%



	Police
	22%



Nevertheless, it should not be inferred from the lack of engagement with organised associations and the local authorities that the people living in this neighbourhood do not form a recognisable community. The survey shows that 91% of those surveyed stated that they have friends in the neighbourhood, and Table 6 shows that most meet on a regular basis. The survey also shows that 60% of residents trust other residents with their money and valuables.


Table 6. Percentage of Residents Who Meet With Friends



	Frequency
	%



	On most days
	47%



	Weekly
	39%



	Monthly
	13%



	Quarterly
	1%



Economic Deprivation

According to Eze (2010)1, over 90% of the monthly household incomes range from N 7500 (£ 31) to N 10000 (£ 41). Okosun et al. (2010) have stated that N 45000 (£ 185) per month is needed to satisfy real family living costs. Thus, the difficulties that the residents are experiencing in affording necessities are, at least in part, due to very low incomes. In addition, it needs to be recognised that much employment is in the informal sector, which is unregulated, irregular work for little pay. It is not secure appointment and is prone to legal action. Therefore, residents are unwilling to declare their involvement with informal employment. Table 7 shows both the initial reaction of residents when asked about their employment status and a more considered view after the researchers had gained their confidence.


Table 7. Percentages of Resident’ Employment Status



	Status
	Initial
	Considered



	Formal employment
	32%
	32%



	Informal employment
	19%
	51%



	Unemployed
	46%
	14%



	Retired
	2%
	2%



	Students
	1%
	1%



In either case, unemployed residents (i.e., those who were retired, students, or no engaged in formal employment) comprised 65% of the workforce. The national unemployment rate is 23.9% (The National Bureau of Statistics, 2011). So, in Kpirikpiri, unemployment is approaching three times the national average. This is a significant factor in low household incomes. Nevertheless, Table 8 shows the skills that are available within the community (33% of whom are at a professional level) together with the employment profile.

The employment profile does not indicate a skills shortage, but rather it indicates that the following skills are noticeably underused:



	1. Teaching
	9%



	2. IT/auto/electrical technicians
	7%



	3. Furniture making
	6%



	4. Engineering professionals
	5%



	5. Sports
	3%



There is often an assertion that slum-dwellers are in that situation because they lack skills and are uneducated. It may be surprising to discover that the residents of Kpirikpiri are actually quite well qualified, as shown in Table 9.

This profile compares favourably with developed western countries, for instance England and Wales (National Statistics, 2001).


Table 8. Percentage of Residents with Skills Available and Residents’ Employment Profile
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Table 9. Percentage of Residents With and Without Qualifications



	Qualification
	%



	Post graduate qualification
	6%



	University degree
	21%



	Higher national diploma
	0%



	Ordinary national diploma
	6%



	Senior secondary school certificate
	48%



	Primary secondary school certificate
	1%



	None
	18%



Environmental Deprivation

The National Building Code for Nigeria (Federal Republic of Nigeria, 2006) sets the standards for construction, but is not an easy document to interpret. It was introduced primarily as a result of multi-storey building collapses and therefore focuses on structural stability. The code has received substantial criticism for the issues that it does not address and for relying on British Standards that have limited relevance to its location (e.g., Agba, 2011; Iweka and Adebayo, 2010; Mu’azu, 2011). The code has no provisions for protection against extreme climate, sufficient living space, water provision or sanitation (Federal Republic of Nigeria, 2006). Section H-3 refers to Dwellings and Lodging Houses. There are no specific standards for construction, although there are references to British Standards. The process relies on submission of compliance forms, which are specification style statements about the choice of material, size and adequacy with justification for selections. The regulations about existing buildings are essentially that any additional construction should not be lower quality than the existing. It is clear from the focus groups that the houses in Kpirikpiri have not been through this process. This 2010 survey revealed the following information in relation to UN-Habitat’s five deprivations.

House construction

The buildings are nearly all single storey. The floors are natural earth covered in a sand and cement screed. Approximately 50% of walls are dry clay blocks with wet clay beds, sand and cement and rendered on both sides (see Figure 3). The remaining walls are comprised of reclaimed timber boards arranged in a haphazard fashion (see Figure 4). The roof structure in all houses is entirely timber, covered with corrugated single-skin galvanised steel sheets.
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Figure 3. House with Rendered Clay Block Walls
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Figure 4. Houses with Reclaimed Timber Boards as Walls



The windows are apertures within the walls that are covered with boards at night and when the property is unoccupied, which limits ventilation (see Figure 5).
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Figure 5. House with Timber Boards over Openings



There is most likely not a definitive answer about compliance with the Building Code, but the impression is that the floors and clay block walls would comply while the timber walls and all roof coverings would not be in compliance. In terms of the UN-Habitat definition (i.e., durable housing of a permanent nature that protects against extreme climate conditions), the 50% of houses with clay block walls would appear to be durable and permanent. However, none of the roof coverings protect against solar radiation, and they therefore do not protect the inhabitants from extreme weather conditions. The major problem with single skin metal roofs in warm weather is that they absorb and retain solar radiation. This translates directly into high building envelope heat loads and significant temperature build-up in the accommodation (McGee and Clarke, 2010). The two world-standard material means of treatment to metal sheet roofing are:


	Application of reflective coatings to the outside surface of the sheets.

	Introduction of insulation. This is least effective on the inside, as the metal surface has already been heated by the sun. There are products in which either the insulation adheres to the external surface or as a sandwich filling between two steel sheets.


The most effective solution is the combination of the two methods, with sandwich panel construction incorporating a reflective coating on the outside surface (International Code Council, 2012). Figures 3 and 4 show the rusted and patched nature of the roofs in Kpirikpiri. The condition of these roofs precludes retrofit treatments.


Living space

In relation to sufficient living space, calculation of the household data showed that an average of 3.3 people shared the same room. This exceeds the criterion that sufficient living space means that no more than three people share the same room.

Water

According to UN-Habitat (2003), a minimum of 20 litres of water is required every day per person to meet basic needs. Among residents assessed, 37% have access to water at home, but it is only available for four hours every two weeks for them to fill a barrel containing 160 litres that can be expected to last for eight person days. When this supply has been used, they will have to resort to going to a borehole. Household size is an issue, but partial home supply is actually equivalent to 5% of the community receiving all their water needs at home. Nearly half (42%) of the people are a two to five minute walk from a privately owned borehole. However, waiting time at a borehole is 20–30 minutes during the rainy season and 30–60 minutes during the dry season. Each person can carry his/her daily need (i.e., one 20-litre container). Setting aside the notion that some people may not go to the borehole, the best case is that 37% – 5% + 42% = 74% of people spend 20–60 minutes a day collecting water. The remaining 21% spend longer as they have further to walk. Twenty litres of water costs an average of N 10 at the private boreholes, and the average household size from the survey was found to be 6.6 people. Therefore, the equivalent of 95% of households spend on average N 10 × 30 × 6.6 = N 1980 (£ 8) per month on water. As previously established, over 90% of monthly household incomes range from N 7500 (£ 31) to N 10000 (£ 41). Therefore, water costs 20%–25% of household incomes. To be affordable, it should represent less than 10% of one’s household income (UN-Habitat, 2003).

Sanitation

There are three types of toilet: indoor flush, outdoor pour-flush and pit latrines. Just 39% of households have indoor flush toilets, but due to provision and household size, they are only available to 25% of the people. There is only a moderate problem with the number of people sharing a toilet. For example five persons sharing a toilet is not unreasonable; and even six to nine people is manageable. However, the real context is that 75% of the community have no sanitary toilet facilities. There is also a risk of groundwater contamination with both types of latrine. Sugden (2006) does not specify minimum dimensions between latrines and boreholes (Figure 6, dimension X), but states that the greater concern is that human contaminants will percolate downwards from latrines into the groundwater (Figure 6, dimension Y).

Ibe and Okplenye (2005) refer to the World Health Organisation standard stipulating that latrines and boreholes should be no closer than 30 m, but conclude that the movement of organisms from latrines into watercourses is almost impossible to model, and therefore the prospect should be avoided. The South African Building Regulations follow this principle by stating that all sewage should be removed to prevent it from coming in contact with the ground (National Regulator for Compulsory Specifications, 2011), and the United Nations Environmental Programme (UNEP) makes it clear that latrines should not be used where groundwater sources are used for drinking water (UNEP, 2000). This pollution has already discounted the wells as sources of safe water supply. Hydro-chemical analyses show that groundwater samples have a comparatively high content of ions and dissolved particles that are injurious to health. In addition, the wells are shallow and uncovered so the water is unsafe for drinking and cooking (Aghamelu, Nnabu and Ezeh, 2011). As described above, the equivalent of 95% of people in Kpirikpiri obtain their water from boreholes, so maintaining uncontaminated ground is essential.
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Figure 6. Contaminated Water Diagram (Adapted from Sugden, 2006)



Tenure

In the community, 20% are squatters with no security of tenure; an additional 70% of the community are tenants who have security of tenure, provided they continue to pay rent. It has already been established that over 90% of household incomes range from N 7500 (£ 31) to N 10000 (£ 41). Average rents are N 2000 (£ 8) per month per room. The rent for multiples of rooms is pro-rata. So, 37% of households pay N 2000, 38% pay N 4000 and 15% pay N 6000. The remaining 10% of residences have four or more rooms and are occupied by households within the top 10% of household income. The most optimistic interpretation is that 37% of households spend 20%–26% of their income, 38% of households spend 40%–50% of their income, and 15% spend 60% of their income on rent. UN-Habitat (2003) states that no more than 20%–30% of household income should be spent on rent. As 70% of the community are tenants, excluding the top 10% of household incomes, this means that 63% of the population (90% × 70%) spend more than 20% of their income on rent. They are therefore at risk from forced eviction. When added to the 20% of the population who are squatters, the data indicates that 83% of the community are in jeopardy. The survey discovered that there are no tenancy agreements, which exacerbates the danger.


The following table is a summary of the community’s positive and negative attributes:


Table 10. Summary



	Positives
	Negatives



	
	 Established residential community

	 Regular meetings between friends

	Trust among the community

	 Good relationship with the church

	Availability of skills and abilities

	 High level of educational

	Achievement among residents


	
	Lack of engagement with organised groups

	Lack of trust in authority

	Low incomes - low employment

	Underdeveloped local economy

	Poor quality of housing construction

	Overcrowding

	Lack of access to affordable safe water

	Inadequate sanitation

	Poor landlord-tenant relationships





DISCUSSION

These data demonstrate that in Kpirikpiri there are shelter deprivation issues in all five categories. Although the survey was only undertaken in Kpirikpiri, there is no reason to assume that similar conditions do not also prevail in Abakpa and Azuiyiokwu. These three communities have represented Ebonyi State’s priority in poverty reduction and community urban development since 2001. The 21st-century World Bank-assisted programme has expended large funds, and yet poverty and squalor appear undiminished. The residents assert that the roads are of little benefit to them and mainly serve those passing through the neighbourhood. Indeed, the re-surfacing has adversely affected the drainage pattern and, in some cases, has damaged the existing small quantity of piped water supply. The boreholes provide free water, but the existence of only four boreholes in the whole community is grossly inadequate. The residents state that they are always crowded, and even at two a.m., long queues are found. They did not comment on the bus shelter. Mitlin and Satterthwaite (2007) question whether the existing Government-based structure for distributing international aid can ever be effective. They state that only a small proportion of funding actually addresses the deprivations that cause or contribute to poverty, and official development assistance agencies rarely work directly with poor groups. Therefore, international aid agencies can only be as effective as the government that they fund. The lack of local ownership in particular, raises doubts about the ability of partner government structures to reduce poverty. Mitlin and Satterthwaite (2007) also point to examples of the effectiveness of funding when it goes directly to grassroots organisations formed by the urban poor. Ever since the 1992 Earth Summit in Rio de Janeiro, the mantra has been that Agenda 21 rests on the three conceptual pillars of social sustainability, economic sustainability, and environmental sustainability (Kahn, 1995), and number of authors have explored these concepts (e.g., Basiago, 1998; Giddings, Hopwood and O’Brien, 2002). Nevertheless, some academics continue to recommend the purely environmental solution of house construction as the means of eradicating poverty (Aribigbola, 2008; Olotuah, 2010). The problems and solutions are deeper than merely the visual environment, which tends to portray the effect rather than the cause. It is for these reasons that the existing social and economic conditions needed examination, and proposals are required for social, economic and environmental provisions.

A Strategy for Kpirikpiri

Social

In accordance with the virtuous cycle, sustainable livelihoods result from social capital, which, in turn, is derived from community capacity building. The residents have a high level of educational achievement and have skills and abilities, but they lack the organisation to develop their community. Their lack of engagement with organised groups may be symptomatic of mistrust in authority, with the exception of the church. The church could play a crucial role, as only the church has the status to negotiate with the local authorities, as well as mediate between landlords and tenants, and the resources with which to pump-prime the community capacity building process among residents through programmes such as Church Grants for Africa. It also has a communication network for two-way community exchanges with residents on progress. While community organisation can be developed under the auspices of the church, the long-term objective is that it should be independent and able to apply for its own funding. There is a definite need for honesty, transparency and accountability, especially where funding is concerned, but this can be aided by an established residential community that exhibits trust between its members and a strong network of friends that meets regularly. The community may actually be more capable of monitoring itself than of trying to ensure that the authorities are accountable.

Economic

The low level of employment and corresponding low incomes are major barriers to community development. There is also an underdeveloped local economy. In these circumstances, the poor often establish home-based enterprises to obtain income in conditions of high unemployment (Gough, Tipple and Napier, 2003). These businesses are recognised as very important to low-income communities (Tipple, 2006a; 2006b; Gough and Kellett, 2001; Rogerson, 1991; UN-Habitat, 2003). Studies in Lagos and Kano show that 61% and 64% of people, respectively, are involved in some form of home-based enterprise, either full-time or part-time. In Sub-Saharan Africa in general, this can rise to as high as 77% (Bose, 1990; Chen, Sebstad and O’Connell, 1999). The Finmark Trust (2006) states that occupations can include hair dressers, automobile mechanics, traditional healers, welders, clothes-makers, and numerous other occupations. Home-based enterprises have the downside of being unregulated and therefore potentially dangerous to health and well-being. In Kpirikpiri, only 20% of the respondents are engaged in home-based enterprises, of whom 86% are female and 14% are male. This appears to be very low involvement. According to the residents, landlords have the perception that home-based enterprises would include harmful processes that would have a detrimental effect on their properties, and they therefore prevent tenants from becoming involved. Yet, Tipple (2006a) notes that in their study most enterprises involved relatively benign retail, service and production activities. There certainly appears to be scope for formal agreements with the landlords over acceptable activities, as well as confirmation that landlords will not raise the rents of those involved. Through the church, the community can aim to establish a formal relationship with landlords. This would enable proper tenancy agreements to be established in which terms and conditions, rent levels and acceptable home-based enterprises can be established.

Environmental

Improvements to the environment will be expensive and accompanied with a good deal of risk and are a long-term enterprise. While environmental improvements should not be attempted until the social and economic structures are in place, residents will not be assured that their neighbourhood is improving until there is physical evidence. Environmental improvements also fall into two categories – health and comfort. Sanitation and access to affordable safe water are part of the first category, which should be subject to priority action through health funds. Both involve capital and revenue expenditure, and the latter in particular, requires community-based organisation. The capital expenditure for sanitation involves installation of flush toilets that are connected to drainage pipes and accessible septic tanks serving groups of properties. The revenue expenditure needs to ensure that the tanks are emptied regularly and that there is a programme of maintenance for the infrastructure. The water supply should be disassociated from private ownership. There are numerous projects around the world that show how subterranean water can be pumped through pipes to metered supply adjacent to or within homes. The supply should be available at affordable costs with the income dedicated to maintenance. Overcrowding and the poor quality of housing construction are primarily related to rent levels. They will therefore be part of an evolving socio-economic relationship that delivers a more gradual and incremental improvement.

CONCLUSIONS

As an example of a deprived community in Nigeria, and for that matter Sub-Saharan Africa, the study of Kpirikpiri has shown that conditions have not significantly improved over the last 10 years, despite considerable World Bank funding. The programme of limited infrastructure upgrading has had little positive effect on the residents’ lives. Moreover, many residents were unaware that it was happening. There still seems to be a lack of understanding in funded projects that environmental improvements will have little value unless social structures and economic development are already established. The low level of trust in authority has undoubtedly hampered engagement by the residents with organised groups, although trust within the community and informal networks of friends are well-established. Together with a highly qualified population possessing a notable skill base, these existing community relationships indicate strong potential for the establishment of social capital through community capacity building. The good relationship between community and church indicates the potential for the church to take a lead in creating formal community organisation, pump-primed by its grants scheme. Social organisation is the initial objective but needs to be closely followed by economic development. The church is most likely the only existing mechanism with the capability to negotiate with local authorities and landlords. This is due to its unrivalled status in Nigerian society. It has been established that home-based enterprises are one of the most successful ways of developing a local economy, and therefore provisions permitting home-based enterprises need to be negotiated with landlords. The environmental priorities are related to health. Sanitation that does not contaminate the ground water supply and access to safe and affordable water are urgently required to safeguard the health of residents and as a physical demonstration that community-based organisation can be effective. Although the quality of houses is poor and overcrowding is evident, these issues will need to be part of a longer-term strategy of socio-economic development. Thus all stakeholders have a role in proactive strategies. The World Bank could consider a funding stream that does not rely on cascading through tiers of government. It could introduce more specific and targeted small sums directly to community groups, underwritten by local authorities. The emphasis of external agencies on capital funding highlights the neglect of revenue funding, (e.g., for rubbish collection and maintenance of the proposed sanitation infrastructure). The state government could be responsible for the establishment of a public sector water and drainage company, providing affordable, safe, piped water – with the proceeds subsidised to ensure maintenance of the systems. Members of the community could be trained and employed to provide this maintenance. The local authorities have a role in community development and could work with the church on capacity-building that would lead to the community applying for its own grass-roots funding. Further, the local authorities would play a role in the development of the local economy by negotiating for home-based enterprises with landlords. The potential of the residents is high. The challenge is how to unlock this potential and establish community organisations that can apply for their own funding, develop a local economy, negotiate with landlords, and start to improve environmental conditions.

NOTES

1.        Mr. Ernest Eze is leader of a team five who represent Kpirikpiri in meetings with the World Bank office to discuss the improvement programme. He is also the councillor for the Kpirikpiri ward. Each ward has one seat on the legislative council.

2.        Where employment exceeds skills available, it indicates that unskilled people are also involved in that employment sector.

3.        Including skilled people employed in unskilled occupations.
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