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Abstract: With growing needs for infrastructure financing, many economies are turning to off-balance-sheet financing. In Uganda, for example, the ministry in charge of finance has been trying to find ways to implement projects funded using public–private partnership (PPP) arrangements. PPPs are risk-sharing investments in the provision of public goods and services, seen by governments as a means of launching investment programmes that would not be possible in reasonable amounts of time within the available public-sector budget. However, there has been no in-depth analysis of the factors that are likely to affect the success of PPP projects in developing countries. The objective of the present study is to address this gap and contribute to the knowledge base of success factors for PPP projects in developing countries, using Uganda as a base for data collection. Success factors were identified from the literature and validated using interviews with the three major types of stakeholders in the construction industry, i.e., contractors who represent the private sector and representatives of financial institutions and government departments, who are largely charged with the construction of public facilities. Using questionnaire surveys, the various factors were rated. The factors were then ranked in terms of the importance of the factors for each of the parties involved, using the coefficient of variation. A competitive procurement process, a well-organised private sector, the availability of competent personnel to participate in PPP project implementation, and good governance are the most important cross-cutting factors identified.
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INTRODUCTION

Developing countries such as Uganda are in dire need of infrastructure development, and some developing countries are venturing into public–private partnerships (PPPs). The multiple objectives of PPPs (Bing et al., 2004), including promoting infrastructure development, developing the local economy, reducing costs, increasing construction and operation efficiencies, and improving service quality by incorporating the private sector’s knowledge, expertise and capital, have attracted increasing interest from policy makers, researchers and industry practitioners. Governments believe that PPP procurement can provide a wide variety of net benefits for society, including enhanced government capacity, innovation in delivering public services; reductions in the costs and times associated with project implementation, and transfer of major risk to the private sector, with the net result of securing value for money for taxpayers (Gruneberg, Hughes and Ancell, 2007: 692). In Uganda, for example, the ministry in charge of public works and transport has been seeking the development of PPP-funded infrastructure projects, and the government is in the process of formulating policies and guidelines for their implementation. Despite great efforts to increase locally generated income to finance national activities from the nation’s budget, full local budget financing remains an unachieved goal in Uganda. Local taxes still finance 75% of Uganda’s 7.552 trillion shilling annual national budget (equivalent to approximately 2.8 billion US dollars), and there is a backlog of infrastructure projects to be undertaken. In the recent past, a few projects financed under PPP arrangements have been undertaken, such as the Karuma hydroelectric power dam and the Police Headquarters (Ministry of Finance Planning and Economic Development, 2010).


PPPs are risk-sharing investments in the provision of public goods and services, seen by governments as a means to launch investment programmes that would not be possible in reasonable amounts of time within the available public-sector budget (European Investment Bank, 2005). The Canadian Council for PPPs defines a PPP as “a cooperative venture between the public and private sectors, built on the expertise of each partner, that best meets clearly defined public needs through the appropriate allocation of resources, risks and rewards” (Grant, 1996). PPP are arrangements whereby the public and private sectors, with the financial assistance of financial/lending institutions, work together to implement public-sector projects and services, from the planning stage through the design, construction, and operation and maintenance stages, or parts of these stages (Bing et al., 2004). Each of the parties has his/her own interest in the success of this “union of convenience”. In developed countries, the involvement of the private sector in the development and financing of public facilities and services has increased substantially over the past decade (Li et al., 2005). For instance, many PPP projects in the United Kingdom and other developed economies are regarded as successful, and the drivers of their success have become subjects of investigation (Qiao et al., 2001; Jefferies, Gameson and Rowlinson, 2002; Li et al., 2005). However, little is known about the conditions necessary for the successful implementation of PPP projects in developing countries (Akintoye et al., 2001). The objective of the present study is to address the lack of knowledge about the success factors for PPP in construction projects in developing countries, using Uganda as a base for the study.


LITERATURE REVIEW

Akintoye, Beck and Hardcastle (2003) define a PPP as a long-term contractual arrangement between a public-sector agency and a private-sector concern whereby resources and risks are shared for the purpose of developing a public facility. For the public sector, the principal aim of a PPP is to achieve value for money in the services provided while ensuring that the private-sector entities involved meet their contractual obligations properly and efficiently (Grimsey and Lewis, 2002). PPPs are a means of public-sector procurement using the private sector’s best practices for financing. PPPs can involve design, construction, financing, operation and maintenance of public infrastructure and facilities, or the operation of services, to meet public needs. They are often privately financed and operated on the basis of revenues received for the delivery of the facility and/or services. One key to the success of PPPs is the ability of the private sector to provide more favourable long-term financing options than may be available to a government entity and to secure the necessary financing more quickly than a government entity could (The National Council for Public–Private Partnerships [NCPPP], 2003). Such contracts are long-term in nature, typically covering periods of 25–30 years. According to Mustafa (1999), PPPs address the common faults that are associated with public-sector procurement, such as high construction costs, construction overruns, operational inefficiencies, poor design, and community dissatisfaction. PPPs are based on the concept of the transfer of risk from the public sector to the private sector, under circumstances in which the private sector is best placed to manage risk. One of the key features of PPPs that appeals to the government is the shift of project risks from the public sector to the consortium involved with the project, even though this requires a profit incentive for the project consortium (Grimsey and Lewis, 2002). PPPs are being established as cost-effective methods of overcoming the costs associated with the provision and maintenance of infrastructure. Duffield (2001) expounds on the benefits of PPPs using the Australian examples of the New Prisons Project in Victoria, the New South Wales Schools Project and Sydney’s Cross City Tunnel.


PPPs have multiple objectives, including promoting infrastructure development, developing the local economy, reducing costs, increasing construction and operation efficiencies, and improving service quality by incorporating the private sector’s knowledge, expertise and capital (Yuan et al., 2009). When PPP projects were first launched in the UK, the government appeared to view them primarily as a means of removing infrastructure costs from the public balance sheet, keeping investment levels up, cutting public spending and avoiding the constraints of public-sector borrowing limits (Li et al., 2005). However, Li et al. (2005) argue that the impact of government borrowing is much less significant than first thought and that the PPP concept is now seen essentially as a new approach to risk allocation in public infrastructure projects. Li (2003) reports that the most significant disbenefits associated with PPP procurement are of the amount of management time spent in contract negotiations, lengthy delays in negotiations and high participation costs. Akintoye et al. (2001) reported that PPP procurement creates challenges in terms of high cost of tendering, complex negotiations, cost constraints on innovation, and differing or conflicting objectives among the project stakeholders.


According to HM Treasury (2000), there are different forms of PPPs, the major ones being asset sales, wider markets, sales of business, partnership companies, private finance initiatives (PFI), joint ventures, build-own-operate-and-transfer (BOOT) projects, investment partnerships and policy partnerships. The most commonly used PPP model in the UK is the PFI (HM Treasury, 2000). The interest in the use of PPPs in Uganda seems to be driven by the success of the PFI model in the United Kingdom. PFIs are the most successful and prolific forms of PPPs and involve the public sector contracting with the private sector to provide quality public services on a long-term basis, typically 25–30 years. PFIs takes advantage of private-sector infrastructure delivery and service management skills, incentivised by having private financing at risk. The private sector takes the responsibility and risks for designing, financing, enhancing or constructing, maintaining and operating the infrastructure assets needed to deliver a public service in accordance with the public sector’s output specification. The public sector pays for the project through a series of performance- or through put-related payments, including service delivery and return on investment. A central government may provide payment support to the public sector through grants and other financial mechanisms (HM Treasury, 2000).


However, Harback, Basham and Buhts (1994) identified five pitfalls of PPPs: unfulfilled expectations, unfinished business in which some elements of the partnering arrangement are still in dispute, assumption that all parties involved in the partnering are willing to share personal beliefs and thoughts, and adoption of a one-size-fits-all approach to all projects. Despite these potential pitfalls, many PPP/PFI projects have been successfully, and the drivers of their success have become a subject of research (e.g., Keene, 1998; Qiao et al., 2001; Jefferies, Gameson and Rowlinson, 2002).The potential pitfalls must be overcome to realise the full potential of PPP arrangements.


Rockart (1982) defines success factors as “those few areas of activity in which favourable results are absolutely necessary for a manager to reach his/her goals”. The success factor methodology is a procedure that attempts to make explicit the key areas that are essential for management success. The concept was developed by Rockart and the Sloan School of Management, with the phrase first used in the context of information systems and project management (Rockart, 1982). Success factors are those fundamental issues inherent in a project that must be maintained for teamwork to take place in an efficient and effective manner. They require day-to-day attention and operation throughout the life of the project.


A review of the literature on the factors that are key to the success of project procurement under BOOT, PPP or similar concepts has been carried out. Table 1 provides a summary of the key success factors.


METHODS


Questionnaire Design

This study investigated the success factors for PPP on construction projects in Uganda’s public sector. The investigation considered the government departments that are charged with construction, the private-sector contractors involved in construction and the financing agencies (banks and insurance companies). Success factors were compiled based on a review of the literature. Face-to-face discussions were held with three contractors in the private sector, three representatives of government departments working on construction projects, and three representatives of financial institutions to verify that indeed the indicated factors were important in addressing issues of PPP in building projects and that they were well described. These representatives did not participate in the questionnaire later. Rather, they offered their opinions and thereby helped to improve the questionnaire.


The data used were acquired with a questionnaire survey through a quantitative approach. The questionnaire was compiled based on the refined list of success factors after a pilot study. The pilot was conducted to improve the wording and increase the reliability of the questions. Closed-ended questions were used as they are very convenient for collecting factual data and are simpler to analyse because the range of potential answers is limited (Fellows and Liu, 2003). The respondents were asked to give their opinions on the relative importance of the PPP success factors using a 5-point Likert scale (Fellows and Liu, 2003). The ratings were: Not important = 1; Fairly important = 2; Important = 3; Very important = 4; and Extremely important = 5. This type of scale has been found to be acceptable in other construction management research. For example, Wang et al. (1999) used a similar approach to investigate risk criticality in China’s BOOT projects. A flow chart showing the methods and outcomes is provided in Figure 1.


Table 1. Summary of Success Factors for PPP Projects



	Success Factor
	Source



	Project technical feasibility
	Qiao et al. (2001); Keong, Tiong and Alum (1997)



	Project financial feasibility
	Qiao et al. (2001)



	Financial capacity/ ability of the parties
	Salzmann and Mohamed (1999)



	Sound economic policy
	Tiong (1996)



	Stable macro-economic environment
	Hardcastle et al. (2006)



	Well-organised public agency
	Qiao et al. (2001)



	Well-organised private sector
	Salzmann and Mohamed (1999)



	Strong private consortia
	Jefferies, Gameson and Rowlinson (2002);Hardcastle et al. (2006)



	Availability of competent personnel to participate in PPP project implementation
	Duffield (2001)



	Stakeholders’ acceptance
	Qiao et al. (2001)



	Presence of an enabling PPP policy
	Tiong (1996)



	Favourable policies with respect to lending for PPP construction projects
	Jefferies, Gameson and Rowlinson (2002)



	A favourable environment for local private construction companies to compete favourably and expand compared to internationals and multinationals
	Hardcastle et al. (2006)



	Positive attitude towards PPP project implementation
	Tiong (1996)



	Willingness to support and freely participate in PPP project implementation
	Duffield (2001)



	Appropriate risk allocation and risk sharing
	Qiao et al. (2001)



	
	Grant (1996)



	Transparency in the procurement process
	Qiao et al. (2001)



	Competitive procurement process
	Jefferies, Gameson and Rowlinson (2002)



	Commitment of all of the parties
	Salzmann and Mohamed (1999)



	Involvement of all of the key parties during project planning
	Jefferies, Gameson and Rowlinson (2002)



	Thorough and realistic cost/benefit assessment of the projects involved
	Qiao et al. (2001);Akintoye et al. (2001)



	A streamlined, transparent and clear project appraisal policy
	Qiao et al. (2001)



	A strong monitoring and evaluation (M&E) system for the projects implemented
	Hardcastle et al. (2006)



	Strong monitoring and evaluation teams for the projects implemented
	Hardcastle et al. (2006)



	Proper recording, archiving and referencing
	Hardcastle et al. (2006)



	Good governance
	Duffield (2001)



	Government involvement by providing guarantees
	Wang et al. (1999)



	Favourable legal framework
	Tiong (1996)



	Willingness to share authority amongst the parties
	Salzmann and Mohamed (1999)



	Technology transfer
	Qiao et al. (2001)



	General knowledge about existence and working of PPPs
	Qiao et al. (2001)



	Presence of a pro-investment culture among the population
	Qiao et al. (2001)
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Figure 1. Summary of Methods and Outcomes





Surveys

Closed-end questions were mainly used for this research after considering the results of the pilot studies. Field assistants were on hand to follow up the responses and also to explain terms in the questionnaire if the respondents wanted clarification. The respondents were requested to rank the 32 factors with regard to their importance in PPPs.


The key stakeholders assessed were the public sector, the private sector and the financial institutions. Because the research was conducted at the policy level, the public-sector respondents were limited to representatives of autonomous and semi-autonomous government departments and bodies that have construction portfolios as core parts of their operations. A total of 41 government institutions and departments were contacted. The target respondents were heads of government departments (Commissioners) and chief executives for parastatal organisations.


Because the research was primarily concerned with construction projects; the private sector covered only construction contractors. There are many construction companies operating in Uganda, but for long-term PPP arrangements, it was envisaged that the government would consider primarily companies of repute that are financially stable and capable of investing for mid-to long term durations. The survey gathered data from chief executives of the largest building contractors registered with the contractor’s association, the Uganda National Association of Building and Civil Engineering Contractors (UNABCEC). The selection of the largest contractors was based on the assumption that large and well-established firms are more capable of getting involved in PPP projects. It was decided that contractors in categories A and A* would be the potential participants. At the national level, one recognised way of categorising construction companies is by the UNABCEC class. The classification from A to E takes into account financial strength, size and ability to carry out contracts. Those in class A are the largest and undertake projects of the greatest magnitude and include some multinational companies. Owing to the relatively small number of firms within these two categories, A and A*, all 42 civil and building contractors in the two categories were targeted.


A total of 41 financial institutions, including banks and insurance companies, were contacted, with the focus being on obtaining the participation of investment managers I the research. Commercial banks formed the majority of the financial institutions contacted, followed by insurance firms. The other categories of financial institutions, including development banks and savings schemes, were limited both in number and accessibility. Because the research required consideration of medium- to long-term investments in large amounts of money, micro finance institutions were excluded from this research. This was due to their shorter lending periods and limited financial resources.


In all, 119 questionnaires were distributed and 98 were returned. Of these, 32 responses came from public-sector organisations, 31 from financial institutions and 35 from the private sector. This was considered sufficient because in the cases of the public sector and financial institutions, the populations could not be accurately established. Responses of more than 30 were more than the minimum ten per cent required for descriptive research (Collis and Hussey, 2003). A summary of the response rates is provided in Table 2.


Table 2. Response Rate of the Questionnaire



	Party
	Number Contacted

	Number Responded

	Response to Contact (%)




	Private sector
	42

	35

	83




	Public sector
	36

	32

	89




	Financial institutions
	41

	31

	76




	Total
	119

	98

	82





The respondents’ overall average experience in the sectors was 10.6 years, which indicates that most of the respondents are knowledgeable about construction financing. All respondents acknowledged that they had been involved in different forms of PPP to varying degrees. Of the 35 who responded on behalf of the contractors, 17 were managing directors, while 18 were technical directors. Of the public-sector respondents, 20 were commissioners of technical departments, while 12 were chief executive officers of government parastatal organisations. The responses from the financial institutions were obtained from investment managers.


RESULTS AND DISCUSSION

The analysis of the data was carried out using the Statistical Package for Social Scientists (SPSS) 16.0 package. The data collected from the survey were coded and entered into the software to calculate the required statistics, including the mean, the variance, the coefficient of variation and Spearman’s coefficient of rank correlation. Cronbach’s alpha was used to test the reliability of the individual groups of respondents. Cronbach’s alpha for the factors was 0.746, suggesting that the data collected for the success factor analysis were reliable (Norusis, 1992).


The mean ratings, variances, and coefficients of variation of the data were determined using equations 1, 2 and 3, respectively (Kothari, 2004):
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where E(x) is the expected value of a discrete random variable X, x are the values of the random variable for which p(x) > 0, p(x) is the probability distribution, µ is the mean, V(x) is the variance of random variable X, and COV(x) is the coefficient of variation. The success factors were ranked by their respective COVs for each category of respondents. Ranking by COV has been employed before and is considered reliable because it considers both E(x) and V(x) (Al-Shumaimeri, 2001). Table 3 ranks the factors by their perceived importance in PPPs.


Correlation analysis was carried out between the ranks of the factors associated with the private and public sectors, the private sector and financial institutions and the public sector and institutions. The analysis was carried out using Spearman’s rank correlation coefficient, ρ, given by the following equation:
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where d is the difference between the inter-category ranking and n is the number of factors (equal to 32). Spearman’s rank correlation coefficients between the ranks of factors associated with the private and public sectors, the private sector and financial institutions and the public sector and institutions were 0.32, 0.11 and 0.31, respectively. The rankings by the different categories are positively but not strongly correlated. The weak correlation implies that each of the parties puts emphasis on the different factors that they consider important for PPPs.


From Table 3, it can be deduced that the five factors that are perceived to be of greatest importance to the private sector are the project’s financial feasibility, strong monitoring and evaluation teams for the projects implemented, good governance, the project’s technical feasibility and a competitive procurement process.


The five factors that are perceived to be of greatest importance to the public sector are a well-organised public agency, a competitive procurement process, project financial feasibility, commitment of all of the parties, and a strong monitoring and evaluation (M&E) system for the projects implemented. Jefferies, Gameson and Rowlinson (2002) similarly posit that a well-organised public sector with a functional procurement system is crucial to the success of PPP procurements.


On the other hand, the five factors for the financial sector are a competitive procurement process, the presence of an enabling PPP policy, an enabling environment for local private construction companies to compete favourably and expand compared to internationals and multinationals, good governance; and a streamlined, transparent and clear project appraisal policy.


The common factors within the first 12 for each of the categories were a competitive procurement process, a well-organised private sector, availability of competent personnel to participate in PPP project implementation, and good governance.


A competitive procurement process is important to the efficient delivery of PPP projects. In countries such as Uganda, the issues of lack of transparency and unethical behaviour adversely affect procurement processes (Transparency International, 2005). In addition, a large percentage of business transactions are handled informally. For the private sector to be well organised, there is a need to organise and regulate the private sector. There is also a need to develop the local capacity by training personnel in PPP project implementation, as these are relatively new concepts (Hardcastle et al., 2006). Governments implementing PPP projects should also improve their governance as it affects investor confidence (Transparency International, 2005).


Table 3. Ranking of Factors that Affect PPPs
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CONCLUSION AND RECOMMENDATIONS

This study presents information on the factors relevant to the success of PPP construction projects and their relative importance to the contractors and financial institutions operating in Uganda and to the Government of Uganda. These factors may be applicable to construction industries in other developing countries.


The findings of this study can be useful to the stakeholders in various ways. First, by identifying and evaluating the factors affecting PPP projects, stakeholders intending to carry out PPP projects can focus their attention and optimise the use of resources on real issues. Second, having information about the relative importance of the factors, stakeholders can prioritise them in addressing concerns.


Moreover, the study sets the foundation for further analysis of the factors. This will enable those intending to carry out PPP projects in developing countries to obtain further insights and better likelihoods of successfully implementing PPP projects. In this way, the performance of construction industries in developing countries will improve.
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Abstract: Artisanal dimension stone (i.e., blocks cut and shaped from natural rock using hand tools) has attracted scholarly attention as part of the informal sector of the construction industry and as part of the productive enterprise of artisans. One of the areas that intrigue scholars in this respect is the market environment of the subject product. In Nairobi, for instance, researchers have adopted a qualitative approach to the study of the market environment of artisanal dimension stone. We build on the outcomes of previous studies to present a quantitative approach to the factors influencing the market environment of artisanal dimension stone in Kenya by developing the factors identified in the past studies into 24 measurable variables that are then subjected to factor analysis to identify and gauge the principal components. The analysis identifies five principal components that influence the market environment: a difficult marketing terrain, a general lack of specification by building professionals and formal developers, occasional specification by building professionals, a cumbersome stone procurement system, and advantages provided by the use of artisanal dimension stone in building. These include both negative and positive factors, although the negative forces tend to dominate, resulting in an inhibitive rather than a facilitative environment. Recommendations are made to address this situation, including recommendations for an association with a mining advocacy organisation such as Communities and Small-Scale Mining (CASM) or similar institution and the formation of a marketing cooperative by the producing units to help in the formalisation of their transactions.

Keywords: Artisanal dimension stone, Factor analysis, Marketing, Nairobi



INTRODUCTION

Dimension stone refers to rock that has been cut and worked to a specific size or shape for use in building construction (Ashurst and Dimes, 1977). There are different types of dimension stone that may be used in the building envelope, including tiles for roofing, tiles or slab stone for floor finish, tiles (e.g., marble) for wall finish and blocks for stone masonry. The focus of this study is on stone masonry, also known as “cut stone” or “ashlar” (Hornsbostel, 1991). In this context, dimension stone takes the meaning attributed to it by Prentice (1990) as pieces of stone that have been cut into regular (three) dimensions and used for wall construction.


Shadmon (1989: 58) noted that there are two categories of tools used in extracting and working (manufacturing) dimension stone, i.e., hand tools or machine tools. Adopting the definition of artisanal materials by Wells and Wall (2003) as materials produced by individuals who use methods based on hand tools with simple division of labour and little capital equipment, artisanal dimension stone refers to materials produced using the first category of tools — building stones of regular dimensions that have been extracted and worked using hand tools as opposed to machine tools.


According to Ofori (2000), the development of the construction industry is necessary for developing countries to fulfil their role of sustaining national economic and social development. Some areas that require research and development in this case include materials and the informal sector (Ofori, 2000). Therefore, research on artisanal dimension stone will contribute substantially to the development of the construction industry in Nairobi, Kenya in particular and the developing world in general.


Materials are the largest component of building construction unit costs (Kenya Building Research Centre, 2006). Hence, a study involving material marketing distribution and use is of great significance for the housing market in Nairobi. Nevertheless, the factors involved and the processes used in this study may also apply in the general contexts of artisanal mining and the market environment.


This study is arranged in five parts. The first part presents a review of the literature on dimension stone within the context of the research that has been conducted on the quarrying of artisanal dimension in Nairobi. The next two parts present the analysis technique and the methods of data generation. The last two parts present the analysis results and discussion.


ARTISANAL QUARRYING OF DIMENSION STONE IN NAIROBI

Quarrying is a form of mining distinguished by the fact that the product is intended for construction or architectural purposes, rather than for other human uses (Lahiri-Dutt, 2004). Artisanal dimension stone has been the subject of research in Kenya within studies initiated by the Intermediate Technology Development Group (ITDG) (see Wells, 2000). Wells (2000) is mainly concerned with the environmental impacts of artisanal stone mining in Nairobi, having undertaken research on the environmental impact of artisanal stone quarrying in Kenya. This research was funded by the UK Department for International Development through the ITDG, now known as Practical Action. Published in the Small Enterprises Development journal, the paper aptly situates quarrying of artisanal dimension stone in Nairobi in the context of small enterprises that contribute to employment creation and provision of basic goods at low cost (Wells, 2000). Although the paper makes some points about the business environment for the production of artisanal dimension stone in Nairobi, its main focus is on the ecological environment.


In a related paper, Wells and Wall (2003), consider artisanal materials in East African cities, specifically sawn timber in Dar es Salam and dimension stone in Nairobi. This study situates production of artisanal materials in the informal sector context or “the informal construction industry” (Wells, 2001; 2007). According to the paper, the production of artisanal dimension stone is greatly influenced by factors related to the liberalisation and eventual informalisation of the building industry. Liberalisation of the economy brought about the deregulation of cement prices, which led to a sharp increase in cement prices. The increase in cement prices led in turn to a rise in the cost of the main competing wall material, i.e., concrete blocks, of which cement is a significant component, thereby ceding part of its market to dimension stone.


Wells and Wall (2003) also contend that economic liberalisation led to a shift in building activities from the public to the private sector, especially to informal developers who generally build incrementally and therefore purchase materials such as stone in small quantities. Artisanal producers of stone are better positioned to fill small and regular orders than they are to fill large and intermittent orders from public-sector or large-scale private developers. Private developers in the informal sector also tend to be less particular about the standard of finish than public-sector or large-scale developers in the formal sector, who tend to adhere to the rigour of standards. They therefore tend to favour artisanal dimension stone over machine-cut dimension stone or factory-produced concrete blocks.


Despite the facilitating factors discussed above, artisanal stone as a product remains hampered and may not penetrate the formal sector market because of the inherent inability of artisans to produce large quantities of stone on short notice, given that artisanal production techniques are generally labour-intensive and slow. Secondly, artisanal producers generally operate at a subsistence level; hence, capital limitations prevent them from stockpiling stone for large-scale orders.


Wells and Wall (2003) identified some of the issues affecting the marketing of artisanal dimension stone in Nairobi. These issues were studied further by K’Akumu, Jones and Blyth (2010), who examined the marketing channels of artisanal dimension stone and documented the interactions of the actors involved, including producers, competitors (producers of alternative materials), consumers (developers/builders) and their agents (architects, quantity surveyors, engineers and other professionals who may specify products on behalf of developers), intermediaries (e.g., transporters, stockists and brokers) and regulators (e.g., the City Council of Nairobi, the National Environment Management Authority, and the Department of Geology).


K’Akumu, Jones and Blyth (2010) noted several issues concerning the product. For instance, stone marketing follows a pull strategy according to which a handicapped producer lacks the capacity to push the product to the market. The transactions involved in informal systems are characterised by unconventional exchange relationships. Like Wells and Wall (2003), they noted that dimension stone is mainly used in the informal sector but has high potential for use in the formal sector. Lastly, they noted the potential for micro-enterprise development, including micro-finance and micro-investments that can support urban livelihoods.


K’Akumu, Jones and Blyth (2010) also noted the major factors in the market environment that enhance or hinder the use of artisanal dimension stone in Nairobi. These included the Building Code, implemented through a plan approval process that only allows the use of stone, brick or block. The main hindrance is the lack of policy support from the central and local governments; marketing was observed to rely on poor infrastructure, e.g., roads.


From the foregoing discussion, it becomes apparent that researchers have sought to identify the factors and forces that influence the marketing of artisanal dimension stone in Nairobi. However, the research output for Nairobi is not supported by any statistical evidence. For instance, K’Akumu, Jones and Blyth (2010) relied on ethnographic methods to identify these factors. Therefore, the current paper goes a step further to identify the factors that influence the market environment of artisanal using a quantitative technique — factor analysis. The factors suggested from the artisanal mining literature and artisanal stone quarrying literature in Nairobi are synthesised into 24 variables (indicators) for consideration in factor analysis, as explained in the section on “The Methods of Data Generation”.


THE FACTOR ANALYSIS TECHNIQUE

According to Brown (2006: 12–13) the fundamental intent of factor analysis “is to determine the number and nature of latent variables or factors that account for the variation and co-variation among a set of observed measures, commonly referred to as indicators”. A factor in this case is “an unobservable variable that influences more than one observed measure and that accounts for the correlations among these observed measures” (Brown, 2006: 13). Factor analysis involves analysing the structure of covariance and correlation matrices (see Lawley and Maxwell, 1971: 3; Brown, 2006: 17).


Exploratory factor analysis (EFA) was found to be ideal for this research topic, which matches the description given by Kline (1994: 10), i.e., a situation “where data are complex and it is uncertain what the most important variables in the field are”. Brown (2006) described EFA as a “data-driven” approach involving no a priori specifications of the number of latent factors or the pattern of relationships between the common factors and the observed variables. Therefore, in this context, EFA is employed as an exploratory and descriptive technique to determine the appropriate number of common factors and to determine which measured/observed variables are reasonable indicators of the various latent dimensions (see Brown, 2006: 14). Accordingly, the overriding objective of EFA, based on the observations of Brown (2006), is to evaluate the dimensionality of a set of multiple indicators (e.g., items addressed in a questionnaire) by identifying the smallest number of interpretable factors needed to explain the correlations among them.


Principal component analysis (PCA) was used to generate the interpretable factors. According to Fox and Skitmore (2007), PCA successively extracts factors based on the maximum variance between the variables. The first factor extracted accounts for the largest amount of variance in the variables. The second factor extracted accounts for the next largest amount of variance that is not related to or explained by the first factor, meaning that the two factors are not related to one another (i.e., they are orthogonal) (Bryman and Cramer, 1997). The third factor extracted accounts for the next largest amount of variance and so on. The first few factors therefore form the principal components (most important factors) at the end of the factor extraction.


This study relied on two main statistical measures as the basis of its conclusions: Eigenvalues and the total variance explained. Thompson (2004: 21) defined Eigenvalues as “a set of squared area-world statistics […] also known as characteristic roots”. Eigenvalues are useful in factor analysis as deciding criteria as to what are the most important factors to be considered in the analysis. The default position in making a decision about the number of factors to consider in statistical analysis is the “Eigenvalue greater than 1.0 rule”. The logic of this rule follows the Guttman argument of 1954 that noteworthy factors should have Eigenvalues greater than 1.0 (Thompson, 2004). Nevertheless, researchers should exercise judgement when applying the “Eigenvalue greater than 1.0 rule” in determining the number of factors to consider because Eigenvalues, like all sample statistics, entail some sampling error (Thompson, 2004). For purposes of analytical comparison, the screen test and parallel analysis were applied in deciding on the number of factors to retain.


THE METHOD OF DATA GENERATION

From the literature review, 24 variables (see the full list at the bottom of Figure 1) with the potential to influence the marketing environment of artisanal dimension stone were identified. These variables were developed into prompts in the measurement instrument. The instrument consisted of a questionnaire administered by a researcher to respondents on a face-to-face basis. The respondents were asked the following two-part question corresponding to the marketing environment: Can you tell me what helps or hinders artisans in selling or distributing artisanal dimension stone? (The underlying idea was to establish the opportunities and constraints that exist for artisans in the marketing of artisanal dimension stone).


The 24 variables were listed as prompts under the question, and the respondents were further prompted to indicate for each variable whether it was a negative (hindering) or positive (facilitating) influence. Because the respondents were not expected to have complete knowledge of the factors prevailing in the market environment, they were given a third option to indicate that they were unable to comment (or had no opinion) on the variable under consideration.


For purposes of scale development, in cases in which the respondents had opinions about certain variable, they were prompted to indicate the strength of each variable’s influence on a scale of 1–5 where 1 represented the least influence and 5 represented the greatest influence. This yielded a total of 11 possible responses: five negative, five positive and one neutral. In the final coding for the SPSS dataset, the responses were re-coded into an 11-point Likert scale as follows:



	Initial Code
	Re-Code
	Scaled Code




	Negative 5
	Negative strongest
	1




	Negative 4
	Negative strong
	2




	Negative 3
	Negative average
	3




	Negative 2
	Negative weak
	4




	Negative 1
	Negative weakest
	5




	Unable/no opinion
	Neutral
	6




	Positive 1
	Positive weakest
	7




	Positive 2
	Positive weak
	8




	Positive 3
	Positive average
	9




	Positive 4
	Positive strong
	10




	Positive 5
	Positive strongest
	11





The dataset generated was then used in the factor analysis.


After the measurement instrument was designed, it was administered according to an interview schedule to a sample of respondents who included practicing architects; quantity surveyors; civil and construction engineers; building contractors in categories A, B and C; and quarry operators. Prospective respondents were identified from lists of registered and practicing professionals from their respective boards of registration, i.e., the Board of Registration of Architects and Quantity Surveyors (BORAQS), the Engineers Registration Board (ERB) and the Registration of Contractors Secretariat within the Ministry of Public Works. The lists obtained from the professional registration bodies were cleaned by isolating the target professional categories and eliminating those who did not operate within the Nairobi business environment. The list was then numbered to form a sampling frame. This was successfully conducted for practicing architects, practicing quantity surveyors and practicing building contractors in categories A, B and C. Determination of the sampling frame for practicing civil and construction engineers in Nairobi was impossible because the ERB registers all types and published a list of engineers without categorising them as electrical, mechanical, civil and construction, etc. After determining the target sample size for each stratum of respondents, the sample was drawn from a numbered list (sample frame), using a universal random sampling table.


Compiling a list of the informal quarry operators entailed potentially serious dangers as the researchers could not go into the quarries and begin to ask about details of quarry operations without raising suspicions and facing a lack of cooperation. The researchers learned that quarries may be temporary hideouts for criminals, and attempts to establish the identities of people may not be welcome. Therefore, given this type of difficulty and the financial and time limitations, the researchers decided on an absolute sample size of 40. This sample was distributed to the four quarrying clusters that were operational at the time of data collection: Ngong (Oloolua), Kenya Quarries, Kwa Hinga and Njiru. On these sites, the first ten operators who agreed to respond were interviewed using the interview schedule. Two other non-building professionals were interviewed to bring the total number of respondents to 148, as shown in Table 1.


To ensure the suitability and reliability of the data for factor analysis, an adequate sample size was needed. There are various suggestions on the most suitable sample size for factor analysis. Hinton et al. (2004) and Pallant (2007), for instance, recommended a minimum ratio of two subjects (respondents) for every one item (variable). However, to ensure that the data met the sample size threshold for factor analysis, the researchers relied on the suggestion by Gorsuch (1983), popularly cited in factor analysis literature (see, for example, MacCallum et al., 1999; Khalid, n.d.; Velicer and Fava, 1998; Guadagnoli and Velicer, 1988; MacCallum et al., 2001; Ledakis, 1999; Osborne and Costello, 2004; Pearson, 2008), of an absolute minimum ratio of five respondents to every variable and not less than 100 respondents for any analysis. The ratio of 148 respondents to 24 variables is 6.16 (>5) and exceeds the threshold for the minimum number of respondents (100). Having fulfilled Gorsuch’s conditions, the data were subjected to factor analysis. The results obtained are described in the following section.


Table 1. Sample Size for Professional Respondents



	Professionals
	Number Practicing

	Calculated Sample Size

	Targeted Sample Size

	Actual Sample size




	Architects
	198

	31

	35

	35




	Quantity surveyors
	134

	29

	32

	32




	Civil and construction engineers
	–

	–

	–

	6




	Building contractors;



	Category A
	57

	22

	23

	14




	Category B
	18

	12

	13

	13




	Category C
	51

	21

	22

	6




	Total
	458

	121

	125

	106





RESULTS

In addition to the suggestions by Gorsuch (1983), before embarking on the factor analysis, the data were assessed for suitability for factor analysis using the Kaiser–Meyer–Olkin Measure of Sampling Adequacy (KMO) and Bartlett’s Test of Sphericity. The latter establishes whether there are relationships to investigate (Hinton et al., 2004). The KMO value should be .6 or more while the sig value should be .5 or less (Pallant, 2007; Hinton et al., 2004). As shown in Table 2, in this case, the KMO value is .661 while the sig value is .000; hence, the data passed these test and were considered appropriate for use in factor analysis.


Table 2. KMO and Bartlett’s Test



	Kaiser–Meyer–Olkin    Measure of Sampling Adequacy

	

	.661




	Bartlett’s Test of Sphericity

	Approx. Chi-Square

	1441.606




	
	df
	276.000



	
	Sig.
	.000




The analysis proceeded to factor extraction, which yielded seven components generated by the default Kaiser criterion, as shown in Table 3. A scree plot for the components was also generated, as shown in Figure 1. The scree plot tends to conform to the results of the Kaiser criterion of seven components. This is clearly visible in Figure 1, in which the slope of the graph tends to even out after component 7.





[image: art]

Figure 1. Initial Scree Plot




Component identities are as follow:


	Specified by quantity surveyors

	Not specified by quantity surveyors

	Specified by structural engineers

	Not specified by structural engineers

	Specified by architects

	Not specified by architects

	Specified by formal developers/clients

	Not specified by formal developers/clients

	Decisions by informal developers

	Specified by informal designers

	Decisions by stockists to stock

	Brokers procures directly for customer

	Availability of transportation

	Costs of transportation

	Quality of infrastructure (roads)

	Poor health and safety practices effect production

	Formal clients do not use jua kali dimension stone because of legal difficulties

	Competitors’ practices limit the demand for jua kali dimension stone

	Dimension stone used due to security it gives building

	Dimension stone is used because designers know how to use it

	Unethical practices in jua kali dimension stone mining reduces demand

	Dimension stone used historically

	Dimension stone used due to durability

	Dimension stone is used because builders know how to use it




The next step was to make a decision about how many factors should be retained in the analysis, using the Monte Carlo PCA for parallel analysis.


Table 3. Total Variance Explained
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Extraction Method: Principal Component Analysis

Notes:
a. When components are correlated, the sums of squared loadings cannot be added to obtain a total variance.


A comparison of the default Kaiser Criterion with the parallel analysis Eigenvalues led to the retention of six of the seven initial components, as shown in Table 4.


Table 4. Comparison of Eigenvalues from SPSS and Monte Carlo Outputs



	Component

	Actual Eigenvalues from SPSS

	Random Eigenvalue from Monte Carlo

	Decision




	1

	4.022

	1.8110

	Accept




	2

	3.369

	1.6728

	Accept




	3

	2.312

	1.5796

	Accept




	4

	1.783

	1.4816

	Accept




	5

	1.664

	1.4019

	Accept




	6

	1.346

	1.3275

	Accept




	7

	1.103

	1.2641

	Reject





Another factor analysis was conducted with the number of components restricted to six. The output of this second analysis included the component correlation matrix (Table 5) and the pattern matrix (Table 6). The component correlation matrix indicates that the components are not correlated because the correlation coefficients exhibited are far less than 0.3.


Table 5. Component Correlation Matrix
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Extraction Method: Principal Component Analysis
Rotation Method: Oblimin with Kaiser Normalisation


On the other hand, the pattern matrix was used to interpret the analysis because it indicates how variables load onto the extracted components.


Table 6. Pattern Matrixa
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Extraction Method: Principal Component Analysis
Rotation Method: Oblimin with Kaiser Normalisation

Notes:
a. Rotation converged in 33 iterations.


From the pattern matrix, the following conclusions were drawn:


	Component 1 is the difficult marketing terrain.

	Component 2 is a general lack of specifications by building professionals and formal developers.

	Component 3 is occasional specification by building professionals.

	Component 4 is a cumbersome stone procurement system.

	Component 5 is advantages provided in the use of artisanal dimension stone in building.

	However, Component 6 proved indistinct and could not be identified.



DISCUSSION

The results of the factor analysis presented in Table 6 show that the first factor in the market environment is the difficult marketing terrain. In factor analysis, the first component is usually general in nature. The variable loadings on this factor include the following:


	Quality of infrastructure (roads)

	Competitors’ practices limiting the demand for jua kali dimension stone

	Cost of transportation

	Formal clients not using jua kali dimension stone because of legal difficulties



The variables can be associated with negative aspects of the market environment. It becomes apparent from the factor loadings that the main challenge to the marketing of artisanal dimension stone is the poor state of the roads leading to the quarries or providing outlets for the quarry operators’ product. This is tied to the cost of transportation, which is implied by poor roads. The other factor is the advantage that competitors’ products have over artisanal dimension stone. Lastly, the inability of formal customers to transact with artisanal producers because the latter rely on informal exchange relations (see K’Akumu, Jones and Blyth, 2010) is another important factor loading onto this component.


It is important to note that although this factor is general in nature, its solution lies in the improvement of the transportation infrastructure, the need to make artisanal products more competitive in the market and the need to establish formal legal transactions in place of informal exchanges. Artisanal dimension stone would be made more competitive in the market if the transport problems were solved; this would lower its price and thereby increase its competitiveness and improve sales volumes. Secondly, the establishment of formal legal transactions would attract more formal customers. As discussed later, one of the ways of establishing a formal legal system of transactions is by the operators initiating a cooperative. A marketing cooperative would be a corporate body with formal status that could legally transact business with formal end users of artisanal dimension stone or their representatives.


The second factor in the market environment is the general lack of specifications by building professionals and formal developers. The variables that loaded onto this factor are the following:


	Not specified by architects

	Not specified by structural engineers

	Not specified by quantity surveyors

	Not specified by formal developers/clients

	Poor health and safety practices affect production

	Decisions by stockists to stock



This too is a negative factor in the market environment, as demonstrated by the variables. Developing an environment for formal legal business transactions would make it easy for end users and their intermediaries to purchase more artisanal dimension stone.


Secondly, the problem with artisanal dimension stone is that it roughly conforms to standard width and breadth dimensions but has no standard length. Hence, length is measured per foot-run. This means one cannot count the number of stones, as is possible with other products, using three standard dimensions. Rather, one must measure the foot-run for purposes of quantification. The discontinuation of blasting and the application of benching techniques, which has been suggested by Wells (2000), could yield standard dimensions that would make it easy to quantify artisanal dimension stone in the same way as for machine-cut stone, concrete block and clay brick.


The third factor in the market environment is potential and occasional specification by formal actors and actual specification by informal actors in the building industry. The variables loading onto this factor are the following:


	Poor health and safety practices affect production

	Decision by stockists to stock

	Specified by architects

	Specified by structural engineers

	Decisions by informal developers

	Specified by formal developers/clients



This factor represents a positive force in the market for artisanal dimension stone. This positive aspect of the market could be promoted through social marketing, as discussed by K’Akumu, Jones and Blyth (2010).


The fourth factor in the market environment is a cumbersome stone procurement system. The variables that loaded onto this factor included the following:


	Poor health and safety practices affect production

	Unethical practices in jua dimension stone mining reduces demand

	Brokers procure directly for customers

	Availability of transportation

	Specified by quantity surveyors




This is a negative force in the market for artisanal dimension stone in Nairobi. These results are consistent with the findings of the exploratory study reported by K’Akumu, Jones and Blyth (2010). With respect to exchange relationships within the marketing channels, the exploratory study found that the quarry operators lacked enough cash to buy their own means of transportation. Secondly, they could not market their products through the “push strategy”. Instead, they had to rely on the “pull strategy” that involved customers or their intermediaries coming to purchase the products. Therefore, especially from the perspective of the producers, factor analysis confirms the findings of the exploratory study concerning stone procurement. This point is a subset of the first factor, difficult marketing terrain. As noted earlier, the first component or factor is usually a general one. However, some of the solutions proposed for the first factor, such as the formation of a marketing cooperative, may also be useful in addressing a cumbersome stone procurement system.


It is important to note that the variable Poor health and safety practices affect production loads on the preceding and the current principal component and yet the two components have contradictory influences on the market. This inconsistency, the only one identified in this study, may demonstrate that the variable was not properly conceived by the researchers and hence not properly evaluated by the respondents. Therefore, the variable was ignored in the interpretation/identification process because ignoring it does not compromise the main conclusions of the study.


The fifth factor is the advantages provided in the use of artisanal dimension stone in building. The variables that loaded onto this factor included the following:


	Dimension stone is used because designers know how to use it

	Dimension stone is used because builders know how to use it

	Dimension stone used due to security it gives building

	Dimension stone is used due to durability



This factor represents a positive force in the market for artisanal dimension stone in Nairobi. Again, this confirms the findings of the exploratory study (K’Akumu, Jones and Blyth, 2010), in which it was found that the Building Code and the Public Health Act specify the use of stone as wall material in building construction within the city because of its durability and weather exclusion properties. Therefore, this is an opportunity that artisanal producing units have to take full advantage of by improving their production and marketing systems, as suggested in the foregoing discussion.


The principal components have been identified and discussed in detail, but their relative strengths or degrees of influence have not been discussed. Therefore, the following discussion considers the relative strengths of the principal components and their implications for the market environment.


As explained previously, the PCA successively extracts factors based on the maximum variance between the variables. For instance, the first factor extracted accounts for the largest amount of variance in the variables, the second factor extracted accounts for the next largest amount of variance that is not related to or explained by the first factor (meaning that the two factors are orthogonal, or unrelated, to one another) and so on. Through the statistical analysis, the variances were found to be explained through factor analysis as shown in Table 3. It emerged that the first seven components contributed 66.1% of the total variance. However, component 7 was dropped from the analysis through the Monte Carlo process, while component 6 was indistinct. This left components 1–5, which explained 55.9% of the total variance. The information from Table 3 was used to construct Table 7.


Both the Eigenvalues and the percentages of the total variance explained indicate the magnitude or relative strength of each factor within the market environment. According to Table 7, the constraints explain more variance than opportunities, i.e., 39.4% (total for difficult marketing terrain, general lack of specification, and cumbersome stone procurement). Positive factors or opportunities explain only 16.5%, yielding a total of 55.9% of the variance being explainable by the principal components. Therefore, it is imperative to note that the market environment for artisanal dimension stone in Nairobi is dominated by hindering rather than facilitating factors or forces.


Table 7. Eigenvalues for and Total Variance Explained by Retained Factors



	Type
	Factor

	Eigenvalues

	Total Variance Explained (%)




	Constraints
	Difficult marketing terrain
	4.022

	16.8




	
	General lack of specification
	3.639

	15.2




	
	Cumbersome stone procurementsystem
	1.783

	7.4




	
	Sub-total
	9.444

	39.4




	Opportunities

	Occasional specification

	2.312

	9.6




	
	Advantages provided by stonematerial
	1.664

	6.9




	
	Sub-total
	3.976

	16.5




	
	Total

	13.42

	55.9




	
	Maximum

	24.00

	100.00





CONCLUSIONS AND RECOMMENDATIONS

As Table 9 shows, the analyses of the Eigenvalues for and total variance explained by the factors retained lead to the rational conclusion that the market environment analysed is dominated by hindering rather than facilitating forces. Therefore, having identified the principal components and measured their magnitude of influence, certain recommendations may be made regarding the market environment for artisanal dimension stone in Nairobi. In this context, there are two key steps that, if taken by the artisanal units, will help to address many of the problems they face in moving their products. These two steps are the following:



	Formation of an association that would participate in CASM at the national or international level, and

	Formation of a marketing cooperative to help in the sales and marketing of their product.



Formation of a CASM-like (Communities and Small-scale Mining, a worldwide network for small-scale miners sponsored by the World Bank) organisation would help the unit operators achieve a milestone in the area of governance of artisanal quarrying activities. This would also give them a stronger voice to negotiate with government bodies concerning policies, which would enhance their welfare in the economy. It would also open up opportunities for empowerment through association with non-governmental organisations that may provide assistance in terms of training, market research and development, and advocacy. This would help in reducing the obstacles that exist in the policy environment.


The formation of a marketing cooperative, on the other hand, would help with formal transactions that previously have not been possible, which has denied artisanal stone producers a good share of the formal sector of the market. Formalisation of market transactions will not only help in expanding the market but also will help small producers to pool their products together and hence be able to supply larger orders than they are currently able to supply.


Nevertheless, it is important to note that factor analysis, like any other analytical tool, has its limitations. One weakness that has been observed in this case concerns the extraction of a first factor that is usually too general and tends to be meaningless. We have also observed cases of one principal factor being indistinct and unidentifiable even though it had passed the retention test. This brings us to the point that although factor analysis is a quantitative technique, the process of identifying the principal components is interpretative, which in the end renders it a qualitative analysis. It is therefore no wonder that certain factors may be misplaced. An example is the case of the variable Poor health and safety practices affect production, which loaded on opposing principal components.


Lastly, dimension stone is only one artisanal material; there are several other types of artisanal materials used in building construction, such as bricks, blocks, and ballast. Further studies should be conducted to examine how the marketing environments for these materials compare to that of dimension stone.


REFERENCES

Ashurst, J. and Dimes, G. (1977). Stone in Building: Its Use and Potential Today. London: The Architectural Press Ltd.

Brown, T.A. (2006). Confirmatory Factor Analysis for Applied Research. New York: The Guilford Press.

Bryman, A. and Cramer, D. (1997). Quantitative Data Analysis with SPSS for Windows: A Guide for Social Scientists. London: Routledge.

Fox, P. and Skitmore, M. (2007). Factors facilitating construction industry development. Building Research and Information, 35(2): 178–188.

Gorsuch, R.L. (1983). Factor Analysis. 2nd Ed. Hillsdale, NJ: Erlbaum.


Guadagnoli, E. and Velicer, W.F. (1988). Relation of sample size to the stability of component patterns. Psychological Bulletin, 103(2): 265–275.

Hinton, P.R., Brownlow, C., McMurray, I. and Cozens, B. (2004). SPSS Explained. London: Routledge.

Hornsbostel, C. (1991). Construction Materials: Types, Uses and Applications, Second Edition. New York: John Wiley and Sons Inc.

K’Akumu, O.A., Jones, B. and Blyth, A. (2010). The market environment for artisanal dimension stone in Nairobi, Kenya. Habitat International, 34(1): 96–104.

Kenya Building Research Centre. (2006). Availability of Building Materials and Components and Building Cost Index in Kenya. Nairobi: Ministry of Public Works.

Khalid, M.N. (n.d.). Sample size consideration in factor analysis. The Online Educational Research Journal. Available at: http://www.oerj.org/View?action=viewPaper&paper=29.

Kline, P. (1994). An Easy Guide to Factor Analysis. London: Routledge.

Lahiri-Dutt, K. (2004). Informality in mineral resource management in Asia: Raising questions relating to community economies and sustainable development. Natural Resources Forum, 28(2): 123–132.

Lawley, D.N. and Maxwell, A.E. (1971). Factor Analysis as a Statistical Method. London: Butterworths.

Ledakis, G. (1999). Factor analytic models of the Mattis Dementia Rating Scale in dementia of the Alzheimer’s type and vascular dementia patients. PhD diss. Drexel University.

MacCallum, R., Widaman, K., Preacher, K. and Hong, S. (2001). Sample size in factor analysis: The role of model error. Multivariate Behavioral Research, 36(4): 611–637.

MacCallum, R.C., Widaman, K.F., Zhang, S. and Hong, S. (1999). Sample size in factor analysis. Psychological Methods, 4(1): 84–99.

Ofori, G. (2000). Globalization and construction industry development: Research opportunities. Construction Management and Economics, 18(3): 257–262.

Osborne, J.W. and Costello, A.B. (2004). Sample size and subject to item ratio in principal components analysis. Practical Assessment, Research and Evaluation. Available at: http://pareonline.net/getvn.asp?v=9&n=11 [Accessed on 3 April 2013].

Pallant, J. (2007). SPSS Survival Manual. Maidenhead, Berkshire: Open University Press.

Pearson, R.H. (2008). Recommended Sample Size for Conducting Exploratory Factor Analysis on Dichotomous Data. Greeley, CO: The University of Northern Colorado.

Prentice, J.E. (1990). Geology of Construction Materials. London: Chapman and Hall.

Shadmon, A. (1989). Stone: An Introduction. New York: The Bootstrap Press.

Thompson, B. (2004). Exploratory and Confirmatory Factor Analysis. Washington DC: American Psychological Association.

Velicer, W.F. and Flava, J.L. (1998). Effects of variable and subject sampling on factor pattern recovery. Psychological Methods, 3(2): 231–251.


Wells, J. (2007). Informality in the construction sector in developing countries. Construction Management and Economics, 25(1): 87–93

———. (2001). Construction and capital formation in less developed economies: Unravelling the informal sector in an African city. Construction Management and Economics, 19(3): 267–274.

———. (2000). Environmental concerns and responses in small-scale stone quarries in Nairobi. Small Enterprise Development, 11(2): 28–38.

Wells, J. and Wall, D. (2003). The expansion of employment opportunities in the building construction sector in the context of structural adjustment: Some evidence from Kenya and Tanzania. Habitat International, 27(3): 325–337.





Investigation into the Causes of Delays and Cost Overruns in Uganda’s Public Sector Construction Projects

*Henry Alinaitwe1, Ruth Apolot2 and Dan Tindiwensi1

1Department of Civil Engineering, Makerere University, Kampala, UGANDA2Civil Aviation Authority, Entebbe, UGANDA

∗Corresponding author: alinaitwe_h@tech.mak.ac.ug

© Penerbit Universiti Sains Malaysia, 2013


Abstract: There is great concern in Uganda about delays and cost overruns in public sector construction projects because such projects are implemented using taxpayers’ money. At the national and international levels, there is considerable debate regarding how to minimise project delays and cost overruns. The main objective of this study was to investigate the causes of construction project delays and cost overruns in Uganda’s public sector. Specifically, this study was conducted to identify the causes of delays and overruns and to rank them according to their frequency, severity and importance. The Civil Aviation Authority (CAA) was selected as a case study as a means of validating the results of the survey. Frequency index, severity index and importance index values were computed and all 20 factors involved were ranked. The five most important causes of delays in construction projects were found to be the following: changes to the scope of work, delayed payments, poor monitoring and control, the high cost of capital and political insecurity and instability. The relationship between the factors that cause delays and those that cause cost overruns was found to be moderate. Recommendations are made for improved project management, a change from the traditional contract type to the design–build type and improved cash flow on the part of the client to reduce payment delays. The results of this research should help construction practitioners, policy makers and researchers in the field of construction management.
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INTRODUCTION

The inability to complete projects on time and within budget continues to be a chronic problem worldwide and is worsening. According to Ahmed et al. (2002), overruns on construction projects are a universal phenomenon. Azhar (2008) states that the trend of cost overruns is common worldwide and that it is more severe in developing countries. For instance, most of the construction projects in Uganda have had problems with delays in completion and cost overruns, which has caused considerable concern. The debate in the construction industry on how to minimise or eliminate delays and cost overrun has continued for some time among professionals, clients, end users and policy makers.


In many countries, the funding for construction industry activities is used to regulate the economy. As the construction industry continues to grow in size, so do planning and budgeting problems, because it is common for projects to not be completed on time and within the initial project budget. There are quite a number of examples of this at the national and internal levels. A local example is the Northern By-pass in Kampala, which was scheduled to take two and a half years to construct and instead took more than five years and the cost increased by more than 100% (Ssepuya, 2008).


Cost and schedule overruns can occur for a wide variety of reasons on various types of projects. If project costs or schedules exceed their planned targets, client satisfaction could be compromised. The funding profile may no longer match the budget limit and further slippage in the schedule could result. The resulting effects are detrimental, especially in the case of developing countries, the measure of whose wealth is greatly dependent on their performance in providing infrastructure through the construction industry. Delays and cost overruns have a debilitating effect on clients, contractors and consultants in terms of growth in adversarial relationships, mistrust, litigation, arbitration, cash flow problems and a general feeling of trepidation towards each other (Ahmed et al., 2002). Because of construction delays and cost overruns, less and less work is performed, despite the increases in construction budgets.


In a bid to improve the economy, the Government of Uganda has over the past several years spent many resources on construction projects. The contribution of the construction industry to the gross domestic product in recent years has been more than 12% (Uganda Bureau of Statistics, 2009). However, many major public construction projects in Uganda have had problems with delays and cost overruns and this has caused considerable concern. There have been a few investigations of the root causes of the major problems on some of the major projects.


The aim of this research was to investigate the causes of delays and cost overruns on construction projects in Uganda’s public sector. The major causes and effects of cost overruns and schedule delays on public construction projects in Uganda were identified. Specifically, this research was conducted to identify and rank the causes of delays and cost overruns on construction projects in Uganda’s public sector.


By investigating into the causes of delays and cost overruns in Uganda’s public sector, this research seeks to make a contribution towards finding solutions for reducing construction costs and time. It is hoped that the findings of this research will be used by project managers, consultants, contractors and students of engineering and construction management.


Background on the Ugandan Construction Industry

The Uganda construction industry uses traditional methods of procurement. Client organisations are separate from contractors. Clients normally employ consultants to design and supervise construction projects (Abbas, 2006). Procurement of construction projects is governed by the public procurement laws and guidelines, but even these can be a source of contention.


The construction industry in Uganda contributes approximately 12% of the gross domestic product and makes a significant contribution to the economy. The construction sector also employs more than 50% of the non-farm workers in Uganda. It was envisaged that more than 45% of the 2011–2012 budget would be spent on construction-related activities (Uganda Bureau of Statistics, 2011). These figures convey how important construction is to public expenditure in Uganda.


Causes of Delays and Cost Overruns

According to Abbas (2006), delay is the late completion of construction projects compared to the planned schedule or contract schedule. Delay occurs when the progress of a contract falls behind schedule. Delay may be caused by any party to the contract and may be a direct result of one or more circumstances. A contract delay has adverse effects on both the owner and the contractor (either in the form of lost revenues or extra expenses) and it often raises the contentious issue of responsibility for the delay, which may result in conflicts that reach the courts.


A cost overrun occurs when the final cost of the project exceeds the original estimates (Leavitt, Ennis and McGovern, 1993; Azhar and Farouqi, 2008). A cost overrun is the increase in the amount of money required to construct a project over and above the original budgeted amount. In the India Infrastructure Report, Datta (2002) described cost escalation as a ubiquitous problem in government projects. There is a relationship between the schedule, the scope of work and project conditions. Changes to any one or more of these can affect the budget and the time of completion. It has been argued that it is necessary to create awareness of the causes of project schedule delays, their frequency and the extent to which they adversely affect project delivery (Al-Khalil and Al-Ghafly, 1999).


Kaliba, Muya and Mumba (2009) found that the major causes of delays in construction projects in road construction projects in Zambia were delayed payments, financial deficiencies on the part of the client or the contractor, contract modifications, economic problems, material procurement problems, changes in design drawings, staffing problems, unavailability of equipment, poor supervision, construction mistakes, poor coordination on site, changes in specifications, labour disputes and strikes. As an executive at the Public Procurement and Disposal Authority (PPDA), Agaba (2009) argued that it is erroneous to blame PPDA rules for delays in construction projects because delays are primarily caused by poor designs and specifications and problems with management and supervision.


El-Razek, Bassioni and Mobarak (2008) found that delayed payments, slow delivery of payments, coordination problems and poor communication were important causes of delay in construction projects in Egypt. Sambasivan and Soon (2007) found that poor planning, poor site management, inadequate supervisory skills on the part of the contractor, delayed payments, material shortages, labour supply shortages, equipment availability and failure, poor communication and rework were the most important causes of delays in the Malaysian construction industry.


Kouskili and Kartan (2004) identified the main factors affecting cost and time overrun as inadequate/inefficient equipment, tools and plants; unreliable sources of materials on the local market and site accidents.


Le-Hoai, Lee and Lee (2008) identified the three top causes of cost overruns in Vietnam as materials cost increases due to inflation, inaccurate quantity takeoffs and labour cost increases due to environmental restrictions. In their research, Kaliba, Muya and Mumba (2009) concluded that cost escalation of construction projects in Zambia was caused by factors such as inclement weather, scope changes, environmental protection and mitigation costs, schedule delays, strikes, technical challenges and inflation. Bubshait and Al-Juwait (2002) list the following as factors that cause cost overruns on construction projects in Saudi Arabia: the effects of weather, the number of projects going on at the same time, social and cultural impacts, the project location, a lack of productivity standards in Saudi Arabia, the level of competitors, supplier manipulation, economic stability, inadequate production of raw materials by the country and the absence of construction cost data.


A summary of the key factors affecting time and cost overruns is provided in Table 1.


Table 1. Factors that Cause Delays and Cost Overruns



	Serial Number (SN)
	Factors

	Reference




	1
	Inadequate or inefficient equipment, tools and plants
	Frimpong, Oluwoye and Crawford (2003); Kouskili and Kartan (2004)



	2
	 Unreliable sources of materials on the local market
	Kouskili and Kartan (2004)



	3
	 Strikes by site personnel
	Iyer, Chaphalkar and Joshi (2007); Kouskili and Kartan (2004)



	4
	Inadequate manpower, e.g., in terms of numbers, poor training, lack of training, etc.
	Kousliki and Kartan (2004); Stoner, Freeman and Gilbert (2005)



	5
	Delayed payment to contractors, subcontractors and/or suppliers
	El-Razek, Bassioni and Mobarak (2008)



	6
	Rework required due to poor work or the wrong materials used by contractors
	Alinaitwe, Mwakali and Hansson (2007)



	7
	 Change of work scope and/or changes in material specifications
	Al-Khalil and Al-Ghafly (1999)



	8
	 Poor communication, e.g., slow responses to site queries, late receipt of drawings, etc.
	Berechman and Wu (2006); Bubshait and Al-Juwait (2002)



	9
	 Poor schedule management
	Avots (1983)



	10
	 Poor monitoring and control, e.g., due to incompetent and/or unreliable supervisors
	Masambaji and Ssegawa (2008); Alinaitwe, Mwakali and Hansson (2007)



	11
	Discrepancies and/or deficiencies in contract documents
	Ellis and Thomas (2002)



	12
	 Disputes among the parties involved in the project (clients, contractors, consultants)
	Bubshait and Al-Juwait (2002)



	13
	 High inflation, insurance and interest rates
	Samset (1998); Kaliba, Muya and Mumba (2008)



	14
	 Fuel shortages
	Majid and McCaffer (1998)



	15
	 Political insecurity and instability
	Alinaitwe, Mwakali and Hansson (2007)



	16
	 Bad weather
	Kaliba, Muya and Mumba (2008)



	17
	 Differing site conditions
	Ellis and Thomas (2002)



	18
	 Site accidents
	Kouskili and Kartan (2004)



	19
	 Large and complex projects
	Ghoddosi, Husseinalipour and Jalal (2008)



	20
	Project location, e.g., remoteness from business centres, remoteness from the client’s base, remoteness from the contractor’s base, etc.
	Bubshait and Al-Juwait (2002)



	21
	 Bureaucracy, e.g., PPDA rules regarding approval of changes
	Bordat, McCullouch and Sinha (2004)



	22
	 Contractor’s work load
	Bubshait and Al-Juwait (2002)




Despite the large number of studies on the causes of cost escalation and schedule delays in construction projects, little or no research has been undertaken in Africa in general and Uganda in particular to address the challenges identified in these studies. The studies mentioned were conducted predominantly in developed countries and might not adequately highlight the factors that affect the construction sector in developing countries. The fact that there is no literature on similar studies conducted in Uganda suggests that little attention has been paid to this area of investigation.


METHODS

The causes of delays and cost overruns in construction projects in Uganda’s public sector were investigated in this study. The delays and cost overruns considered in this study were those that occur during the implementation (construction) phase of construction projects. Delays and cost overruns were compiled on the basis of a review of the literature and discussions with contractors, government ministry officials and consultants working on public projects, as well as personal experience with public-sector construction projects, as indicated in Figure 1.


Contract duration and fraudulent activities were excluded after the testing of the questionnaire because the respondents thought they were vague terms. Previous experience of the contractor and technical challenges were excluded because, according to the format of the PPDA bidding documents, these are taken care of. No contractor can obtain a public contract if he does not meet these criteria. The government policy of lowest bidders and the level of competition were not included in the questionnaire because in the public works tenders, the policy of identifying the best evaluated bidder is applied, as opposed to the lowest bidder. The labour cost increase due to environmental restrictions was not included because it is not applicable in Uganda. Lack of labour productivity standards and lack of construction cost data were excluded because information on these variables is available from the Ministry of Works and Transport.
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Figure 1. Summary of Methodology and Outcomes





The research was conducted using a questionnaire survey and the CAA was used as a case study to validate the findings of the survey. Both the survey and the case study in this research were primarily quantitative. The questionnaire was complied on the basis of a compiled list of causes of delays and cost overruns developed in a pilot study. The pilot study was conducted to improve the wording of the questionnaire and increase the reliability of the questions. The questions were of a closed type because it is easier and faster to analyse the information collected using such questions. The respondents were asked to give their opinions on the frequency and severity of each of 22 factors using a 4-point Likert scale, rather than a standard 5-point scale. The neutral point (which allows respondents to declare no opinion on the matter) was eliminated from the 5-point scale to obtain the respondents’ views on the subject (Amin, 2005). This is because the respondents who were chosen were assumed to be knowledgeable about the subject. When the respondents were asked to state how often they thought each factor contributed to delays and cost overruns on construction projects, the options were always, often, sometimes and never (corresponding to scale values of 3, 2, 1 and 0, respectively). When the respondents had to weigh the impact of the factors on time and cost in construction projects, they options were very severe, severe, somewhat severe and no effect (corresponding to scale values of 3, 2, 1 and 0, respectively).


The survey was administered to corporate members of the Uganda Society of Architects (USA), corporate members of the Uganda Institution of Professional Engineers (UIPE) and registered Quantity Surveyors who had participated in the implementation phase of construction projects in Uganda’s public sector. These respondents are scattered all over the country. Therefore, those residing and working outside Kampala had to be contacted via electronic mail. Many of those who ordinarily work in Kampala had to be contacted in person. Telephone reminders were used to follow up on the responses. The distribution of the respondents is provided in Table 2.


Table 2. Distribution of the Respondents



	Category of Respondents
	Population

	Sample size




	Registered engineers
	221

	141




	Registered architects
	109

	85




	Registered quantity surveyors
	22

	21




	Total
	352

	247





The respondents were also categorised in terms of the parties they represented, i.e., clients, contractors and consultants, as shown in Figure 2.
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Figure 2. Distribution of the Respondents by Stakeholder Category




The majority of the respondents, 57%, had acted as consultants and the smallest per centage of the respondents, 13%, were contractors.


The case study was based on construction projects completed between 1 January 2003 and 31 December 2008. According to the Public Procurement and Disposal of Public Assets Act (PPDA, 2003), Procuring and Disposing Entities (PDEs) are supposed to keep their procuring and disposal records for up to six years. This period was selected to analyse projects that were completed within the seven-year period after the PPDA Act (2003) came into force. Data on project start dates, expected completion dates, initial project estimates and final project costs were extracted for CAA projects.


RESULTS AND DISCUSSION


Reliability of the Questionnaire

The reliability of the questionnaire was analysed to find out whether it was capable of yielding similar scores if respondents used it twice. Cronbach’s alpha was used to measure the reliability of the questionnaire. Cronbach’s alpha is usually computed from the following formula:
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where N = the number of items, v = the average variance and C = the average inter-item covariance. SPSS 10.0 was used to compute alpha for all four sets of 22 items in the questionnaire. The entire set of 88 items in the questionnaire was also analysed. A summary of the tests is found in Table 3.


Table 3. Results of Reliability Analysis



	Variables
	Alpha

	Standardised Item Alpha



	Frequency of occurrence of factors in causing delays
	0.8679

	0.8633



	Frequency of occurrence of factors in causing cost overruns
	0.8539

	0.8543



	Impact of factors on project time
	0.8390

	0.8374



	Impact of factors on project costs
	0.8439

	0.8466




According to Reynold and Santos (1999), a Cronbach’s alpha value greater than 0.7 implies that the instrument is acceptable. Therefore, based on the results, the questionnaire was judged to be reliable.


Survey Response

The frequency, impact and importance of the various factors that influence cost and time overruns were calculated using equations adapted from Al-Khalil and Al Ghafly (1999: 645).
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where ai = weights assigned to the responses (ranging from 0 for Never to 3 for Always), fi = frequencies of the responses, si = severities of the impact and N = the total number of responses.


The rationale for the importance index is that the importance of a cause of a delay or cost overrun is the result of the combined effect of the frequency and severity of the factor. Thus, two delay or cost overrun factors with the same frequency of occurrence would have the same importance if they have the same scores for the severity of their impact, but if one of the causes has a more severe impact, then it would be considered more important.


As Table 3 shows, the five most frequent causes of delays were identified as delayed payments, inadequate or inefficient equipment, the need to repeat work due to poor-quality work, bureaucracy and changes in the work scope. The five most frequent causes of cost overruns were identified as changes in the work scope (SN 7), high inflation and interest rates, poor monitoring and control, delayed payments to contractors and fuel shortages.


The five factors that were ranked the highest in terms of their impact on delays were delayed payments to contractors, political insecurity and instability, inadequate or inefficient equipment, changes in the work scope and disputes among the parties involved in the project. The five factors that were ranked the highest in terms of their impact on cost overruns were changes in the work scope, high inflation and interest rates, fuel shortages, poor monitoring and control and delayed payments to contractors.


The five factors that were ranked the highest in terms of their importance to delays were changes of the work scope, delayed payments to contractors, poor monitoring and control, high inflation and interest rates and political insecurity and instability. The five factors that were ranked the highest in terms of their importance to cost overruns were changes in the work scope, high inflation and interest rates, poor monitoring and control, delayed payments to contractors and deficiencies in contract documents.


The four factors that were ranked as very important in terms of their effects on delays and cost overruns were changes in the work scope, delayed payments to contractors, poor monitoring and control and high inflation and interest rates. These findings are consistent with those obtained by Azhar and Farouqi (2008) in their study of cost overrun factors in Pakistan and those obtained by Sweiss et al. (2008) in Jordan.


Table 4. Frequency of Occurrence
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Spearman’s coefficient of rank correlation was determined for the importance of factors causing delays and those causing cost overruns. Spearman’s correlation coefficient was calculated using the equation below, in which n is the number of pairs (in this case, 22) and d is the difference between the ranks.
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The calculated value of the correlation coefficient was 0.9. Because this value is greater than 0.7, a very strong positive correlation was judged to exist between the causes of delays and the causes of cost overruns (Benoit, 2009).


Changes in the scope of work appeared at the top of both lists of factors that cause delays. Therefore, there is need to keep scope changes to a minimum. This finding is in agreement with PPDA (2004), PPDA (2006) and PPDA (2009), in which it was reported that audited projects experienced cost overruns due to changes in the work scope. A change in scope may be due to execution of incomplete designs, which leads to variations (Alinaitwe, 2008). Among the other causes of change of scope are clients that may not be well informed and consequent delays in decisions about designs.


The other factor of great importance is delayed payments to contractors. Delayed payments to contractors have knock-on effects on many activities of contractors, subcontractors and suppliers. Contractors tend to transfer the burden of accumulated interest to the client, causing cost overruns. Payment delays are usually caused by bureaucracy in the public sector, a lack of proper documentation and at times, a lack of transparency.


Inflation usually leads to the escalation of prices of materials, equipment and other inputs to the projects. Because the project parties have no control over this factor, they can only minimise delays in the project so that cost overruns due to this factor are minimised (because inflation is a time-bound factor). This factor was ranked highly because of the current economic condition in the world economy. Prior to the current economic crisis, it would not have been a major factor.


Poor monitoring and control was ranked as the third most frequent cause of cost overruns. Poor monitoring and control result in poor workmanship and schedule creep, which in turn lead to cost overruns.


Civil Aviation Authority (CAA) Case study

A case study was carried out with a focus on the CAA, one of the major public enterprises. A total of 30 projects conducted in the previous six years were reviewed. By law, government departments are required to keep documents about projects for six years. SPSS was used to analyse the results in terms of frequency and percentage. Fifty-three per cent of the projects analysed had cost overruns and 40% had no changes in their contract costs. There were cost savings for 7% of the projects, which were completed at costs below the initial contract costs. Eighty-four per cent of the cost overruns were caused by change in work scopes. The remainder of the cost overruns were attributed primarily to inflation.


In the CAA projects analysed, delays were most frequently caused by changes in the work scope (46%). The second most frequent cause was delayed payments (21%). Fifteen per cent of the delays were due to the remote locations of the projects. Poor communication was the fourth most frequent cause of delays (6%). Bad weather, land disputes, rework and disputes among the project parties were the least common causes, at 3% each. The most frequent causes of delays were found to be similar to those most highly rated in the questionnaire responses.


All of the initial project durations for all the projects were taken to be one (01) equivalent project day. The differences between the initial project duration and the final project duration were then taken as a fraction of one equivalent project day. Likewise, the initial project cost for any one project reviewed was taken to be one (01) equivalent million Ugandan shillings. The difference between the initial contract sum and the final sum (in millions of Ugandan shillings) was taken as a fraction of the equivalent contract sum. These fractions were added and averaged.


An average of 0.465 days per day of the initial contract, with a standard deviation of 0.662, was obtained. This implies that on average, for every day of a CAA construction project, one should expect a delay of 0.465 days. For example, if the initial project duration is 60 days, then the delay on such a project is likely to be 60 × 0.465 = 27.9 days by the end of the project.


In terms of cost performance, the average cost overrun rate was found to be 0.162 million Ushs per million Ushs of the original contract sum, with a standard deviation of 0.297. For example, if the original contract sum of a project is Ushs 300 (in millions), then one should expect a cost overrun of 0.162 × 300 = 48.6 million Ushs by the end of the project.


CONCLUSION AND RECOMMENDATIONS

This study investigated the causes of delays and cost overruns in construction projects in Uganda’s public sector. The five most important causes of delays and cost overruns were found to be changes in the work scope, delayed payments to contractors, poor monitoring and control and high inflation and interest rates. These results were confirmed by the results of an analysis of CAA projects.


Stakeholders in the construction industry are advised to minimise changes in work scopes, as this has the greatest impact on cost and time overruns. It is recommended that project management be improved, with a shift in emphasis towards more collaborative relationships, which would reduce payment delays by improving cash flow on the part of the client and thereby reduce overall project costs.


Reducing project cost and time overruns would improve the effectiveness and efficiency of the public sector in Uganda. More projects would be delivered as there would be increased throughput. This would make construction more affordable and the public sector would be able to deliver more in terms of construction volume. The results of this research should be of great significance to construction practitioners, policy makers and researchers in the field of construction management.
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Abstract: Causal relationships between construction and national economies have received considerable attention in the past. However, the results of research on this topic provide contrasting views about the nature of the relationship. This paper investigates the direction of the causal relationship between construction and the economy of a developing country, Sri Lanka, using empirical data for selected economic and construction indicators for the period 1990 to 2009. The pattern of the causal relationship was determined using the Granger causality test. The findings reveal that national economic activities precede construction activities for all indicators except construction investment. The study therefore concludes and strengthens the body of knowledge concerning the causal relationship between the construction sector in Sri Lanka and the national economy tending towards a uni-directional relationship, with the national economy inducing growth in the construction sector and not vice versa.

Keywords: Economy, Construction, Granger Causality, Sri Lanka



INTRODUCTION

The construction industry encompasses a variety of activities and is a vital sector in any economy (Bielsa and Duarte, 2011; Anaman and Osei-Amponsah, 2007). Construction is strongly linked to most of the other economic activities of a country (Ozkan, Ozkan and Gunduz, 2012; Rameezdeen and Ramachandra, 2008; Lewis, 2004; Bon, 2000; Pietroforte, Bon and Gregori, 2000). It is considered to be an important partner in economic growth and to mirror the stage of economic development (Ozkan, Ozkan and Gunduz, 2012; Wilhelmsson and Wigren, 2011; Ruddock and Lopes, 2006). There is, however, high variability in the relationships between construction and national economies. Hans and Ofori (2001) suggest that mature economies have larger construction industries that contribute 5%–8% to the gross domestic product (GDP), whereas the construction industries in developing countries contribute only 3%–5%. Lopes (1998) have found that less developed countries require only minimum levels of construction output for long-term and sustainable growth. In contrast, Low (1994) suggests that in most developing countries, the capital formation in construction accounts for 7%–13% of the GDP, whereas that in most industrialised countries accounts for 10%–16% of the GDP. Statistics from the Central Bank of Sri Lanka indicate that the Sri Lankan construction industry has contributed 6%–8% of the GDP on average during the last decade (Central Bank of Sri Lanka, 2008; 2012). A similar situation is observed for construction investment. On average, construction investment in Sri Lanka during the last decade accounted for 16% of the GDP.


THE CAUSAL RELATIONSHIP BETWEEN CONSTRUCTION AND THE NATIONAL ECONOMY

There are opposing views with regard to the relationship between construction and the economy of a country. Some studies have suggested that construction influences the economy, whereas others have suggested that the economy influences construction. We believe that gaining a better understanding of this lead/lag relationship requires more evidence from other countries. This is particularly necessary for developing countries because most of the previous studies on this subject used data from developed countries.


One view is that construction causes the economy to grow because it creates physical facilities that are needed for the development of other productive activities (Hosein and Lewis, 2005). According to this view, construction activities cause GDP to grow as the construction sector buys other sectors’ output (Ofori, 1990; Lean, 2001). In a follow-up study, Lean has concluded that construction influences/leads other sectors’ output as well as GDP (Lean, 2002). This phenomenon was observed in Ghana, where growth in construction caused a growth in GDP (Anaman and Osei-Amponsah, 2007). Anaman and Osei-Amponsah used the Granger causality test for their analysis and show that economic growth lags three years behind construction growth in Ghana.


The opposing view holds that GDP causes growth in construction output (Tse and Ganesan, 1997; Yiu et al., 2004; Lopes, Nunes and Balsa, 2011). Lopes’s results suggest a uni-directional but weak relationship. Rapid economic expansion in China resulted in a boost in construction activities in that country (Sjoholt, 1997). Not only the construction market but also the construction maintenance market was shown to depend on the country’s economic performance (Tan, Shen and Langston, 2012).


Interestingly, some other studies suggest a bi-directional relationship between various sub-sectors of the construction industry and the national economy (Ozkan, Ozkan and Gunduz, 2012; Jackman, 2010; Hongyu, Park and Siqi, 2002). These studies characterise the sensitivity of the construction industry to the national economy and vice versa. An interesting study by Green (1997) showed the difference in causality between a national economy and construction sub-sectors. Green divided construction investment into two; residential and non-residential and showed that former caused GDP to grow while the GDP growth induced letter in the United States.


Based on the foregoing discussion, a test of the link between construction and the economy, using empirical data from Sri Lanka, is presented in this paper. This analysis is intended to extend knowledge on causal relationships and other general construction issues related to the case study country, Sri Lanka. Sri Lanka is a developing country with a per capita income of US dollar 2,041 (International Monetary Fund, 2010). Sri Lanka has a strong construction sector that contributes significantly to its GDP. The total value of new construction accounts for more than 60% of the total gross domestic fixed capital formation and the industry provides employment to approximately 7% of the total labour force (Central Bank of Sri Lanka, 2010). The construction industry in Sri Lanka is expected to grow steadily and systematically in the long term and to be a significant and integral part of the economy (Rameezdeen and Ramachandra, 2008). This study was conducted to determine whether the growth in the Sri Lankan construction industry can lead the country on path of economic growth or whether growth in the economy leads to growth in the construction industry. The findings of this study are expected to enhance the knowledge of policy makers and other industry members in regulating their investment opportunities, recognising that the construction sector plays a vital role in an economy.


DESCRIPTION OF METHODS

The study on which this paper is based involved use of the Granger causality test to determine the causal direction of the relationship between the construction industry and the economy in Sri Lanka. The Granger causality test is an econometric technique pioneered by Granger and Newbold (1986) that is used to detect relationships between economic variables. For example, Demirbas (1999) applied the Granger causality test to identify the relationship between public expenditure and gross national product (GNP). Other relationships that have been studied using the Granger causality test include those between construction activity and the aggregate economy (using construction flow and GDP) (Tse and Ganesan, 1997; Anaman and Osei-Amponsah, 2007), between GDP and residential and non-residential investment (Green, 1997) and between fluctuations in construction output and the economy (Lean, 2002).


The Granger causality test is used here to examine the relationship between the construction sector and the Sri Lankan macro economy. The Granger causality test uses regression to find the causal relationships between two variables, Xt and Yt (Ozkan, Ozkan and Gunduz, 2012; Seth, 2007; Dakurah, Davies and Sampath, 2001). The regression provides statistical evidence of whether the current Y value can be explained by the past values of Y and X. The Granger causality test considers two autoregressive (AR) models, illustrated below:
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where n is the maximum number of lagged observations included in the model and Ut and Vt are the random error terms for each time series. Where causality exists, we say “X is Granger-causing Y” when α0i is not zero in Equation 1. Similarly, we say “Y is Granger-causing X” if α1i is not zero in Equation 2. If both of these events occur, then feedback effects exist.


Testing causality involves using F-tests to ascertain whether lagged information on a variable Y provides any statistically significant information about a variable X in the presence of lagged X. If not, then we say that “Y does not Granger-cause X”. There are four possible outcomes of a Granger causality test (Mukherjee, White and Wuyts, 1998):



	no causal relationship between two variables,

	unidirectional causality from X to Y,

	unidirectional causality from Y to X and

	bi-directional causality (X causes Y and Y causes X).



Two sets of indicators are used in the current study. One set represents construction, while the second represents the national economy. Construction performance is measured using construction value added (CVA), the value of construction in the total gross domestic fixed capital formation (CGDFCF) and construction cost indices (CCI). These are the predominant indicators for which published time series data are available for the Sri Lankan construction industry. The CVA is defined as the gross construction output minus non-factor input. The CGDFCF is defined as the aggregate value of capital expenditure incurred for building and other construction by household firms and the government, together with the capital expenditure incurred by foreign household firms or governments, within the country over a given period of time (Fernando, 2002). The CCI is an indicator of the evolution of costs incurred by contractors on construction projects. The CCI is determined from the accumulation of actual wages, material costs and plant and other overhead charges.


For the national economy, the gross domestic product (GDP), gross domestic product deflator (GDPD), unemployment rate (UE) and balance of trade (BT) were considered. These indicators were selected based on macroeconomic objectives and cover the following aspects of the economy: GDP, the national product; GDPD, the price changes of goods; UE: the labour force and BT: the external sector. Previous studies commonly used GDP as an indicator of economic growth, except Lean (2002), who used the balance of payments and domestic prices. The indicators used for this study were based on constant prices for the period 1990–2009 and were obtained from data published by the Central Bank of Sri Lanka (Central Bank of Sri Lanka, 2002; 2007; 2010).


RESULTS

A preliminary examination of the data involved preparing graphical representations of the selected indicators. This examination yielded interesting results, shown in Figures 1–4. Figure 1 shows that the changes in GDP, CVA, CGDFCF and CCI follow cyclical patterns with equal numbers of upturns and downturns, although the upturns and downturns of the series do not occur at the same times. This figure suggests that there is a lead/lag relationship between GDP and CVA and another between CGDFCF and CCI.


Identical patterns can be observed over the study period between GDPD, CVA, CGDFCF and CCI, and between BT, CVA, CGDFCF and CCI, as shown in Figures 2 and 3, respectively. An indistinguishable pattern is noticeable in Figure 4. Compared to the other indicators, Figure 4 shows that changes in the unemployment rate reached a peak only once and had no significant troughs during the period considered. Moreover, changes in the unemployment rate did not exhibit a complete cycle, while the other indicators exhibited more than one cycle during the 1990–2009 periods. The unemployment rate was therefore excluded from the detailed statistical analysis because its pattern was different from those of the other indicators.


Time series, especially economic data in level form, is non-stationary and most statistical methods, including the Granger causality test, require that time series be transformed into stationary form (Huang, 1995; Feige and Pearce, 1979; Granger and Newbold, 1974). Stationarity can be detected using any of three tools: the autocorrelation function (ACF), the correlogram (Q-statistic) and unit root tests. Unit root tests are widely used to detect and transform time series into stationary forms (Lean, 2001). Among the commonly used unit root tests for the order of integration are the Dickey–Fuller (DF) test, the augmented Dickey–Fuller (ADF) test and the Phillips–Perron (PP) test (Dickey and Fuller, 1979; Perron, 1988). For the purposes of this study, the augmented Dickey–Fuller (ADF) test was used, based on the recommendations of past studies, because the test considers situations in which the white noise error terms are correlated, which is an improvement over the Dickey–Fuller (DF) test.


Table 1 presents the critical and calculated values for the selected indicators at the 5% significance level. Comparison of the critical values with the calculated values reveals that BT and CGDFCF are stationary at the first level of difference. The calculated values fall within the rejection region, implying that the null hypothesis can be rejected and that the time series has no unit root. Similarly, the values for GDP, GDPD and CVA indicate that they are stationary at the second level of difference. CCI, however, was found to be non-stationary at the second level of difference.


The regressions (1) and (2) described previously were conducted to determine the possible lag values of each variable. The number of lags in a causality test is arbitrary and depends on the relationship between the variables. The causality between variables is described in the following three sections. Each section describes the results of pairwise regressions of a single economic indicator with each of three indicators for construction.
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Figure 1. Changes in GDP, CVA, CGDFCF and CCI








[image: art]

Figure 2. Changes in GDPD, CVA, CGDFCF and CCI
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Figure 3. Changes in BT, CVA, CGDFCF and CCI
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Figure 4. Changes in UE, CVA, CGDFCF and CCI




Notes:
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	Change in GDP, GDPD, BT and UE (two year moving average)



	Change in CVA (two year moving average)



	Change in CGDFCF (two year moving average)



	Change in CCI (two year moving average)





Table 1. Unit Root Test Results for Variables
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To test causality, the results were validated using the residual plots, the autocorrelation function (ACF) and the Durbin–Watson (DW) statistic. This paper describes the results for the DW statistic only.


Causality between CGFCF1, CVA2, CCI3 and GDP2

The direction of the causality between GDP and CVA was investigated by testing the hypotheses that GDP does not cause CVA and that CVA does not cause GDP. Table 2 presents the results. The probability value (0.02702) for the null hypothesis that GDP does not cause CVA for lag 1 indicates that it can be rejected at the 5% significance level. Therefore, it is concluded that GDP causes CVA for lag 1. The value of the DW statistic is 1.94, which indicates that there is no serial correlation between the error terms. Alternatively, none of the probabilities for the null hypothesis “CVA does not cause GDP” indicate that the hypothesis can be rejected for any lag up to 6. Thus, it is concluded that CVA does not cause GDP.


Similarly, the causality between GDP and CGDFCF was tested and the results are presented in Table 3. The probabilities in the second column for lags 2 to 4 indicate that the null hypothesis can be rejected and that GDP can be concluded to cause CGDFCF for lags 2 to 4. However, on the other hand, the probability values for all possible lags indicate that it is not possible to reject the null hypothesis of “CGDFCF does not causes GDP” at the 5% significance level. In both cases, the model can be accepted, as the respective DW values of 1.85 and 1.64 provide evidence that the residuals are not auto-correlated.


Table 4 presents the results of the causality test for GDP and CCI. The significant probability value (0.00994) for lag 1 only provides strong support for rejection of the null hypothesis that “GDP does not cause CCI” at the 5% significance level. Furthermore, the DW value of 1.88 indicates that there is no autocorrelation between the residuals. Therefore, it can be concluded that GDP causes CCI for lag 1. In the case of the alternative null hypothesis that “CCI does not cause GDP”, the insignificant probabilities for possible lags provide no support for rejecting the null hypothesis. This conclusion is supported by the DW value being close to 2.0. Thus, CCI is not concluded to cause GDP for any lag.


Table 2. Causality between GDP2 and CVA2



	Lag Length
	GDP2 Does Not Cause CVA2
	CVA2 Does Not Cause GDP2



	F Statistics
	Prob.
	F Statistics
	Prob.



	1
	5.37134
	0.02702
	0.22668
	0.63723



	2
	2.76753
	0.07943
	0.16561
	0.84817



	3
	2.38952
	0.09171
	0.11444
	0.95086



	4
	2.08922
	0.11510
	0.20169
	0.93485



	5
	1.67726
	0.18608
	0.14546
	0.97913



	6
	1.52228
	0.23021
	0.27120
	0.94287





Table 3. Causality between GDP2 and CGDFCF1



	Lag Length
	GDP2 Does Not Cause CGDFCF1
	CGDFCF1 Does Not Cause GDP2



	F Statistics
	Prob.
	F Statistics
	Prob.



	1
	0.00033
	0.98567
	0.46519
	0.50011



	2
	4.50393
	0.01980
	0.82644
	0.44765



	3
	4.86264
	0.00814
	0.71893
	0.54970



	4
	3.80471
	0.01623
	0.50978
	0.72908



	5
	2.15563
	0.10033
	1.09763
	0.39241



	6
	1.52796
	0.22847
	1.59569
	0.20871





Table 4. Causality between GDP2 and CCI3



	Lag Length
	GDP2 Does Not Cause CCI3
	CCI3 Does Not Cause GDP2



	F Statistics
	Prob.
	F Statistics
	Prob.



	1
	10.5863
	0.00994
	1.88745
	0.20274



	2
	3.50508
	0.09809
	0.92860
	0.44530



	3
	1.91193
	0.30394
	0.48098
	0.71845



	4
	NA
	NA
	NA
	NA




Causality between GDPD2 and CVA2, CGFCF1 and CCI3

The results of the hypothesis test for causality between GDPD and CVA are given in Table 5. Table 5 shows that there is no support for rejection of the hypotheses that “GDPD does not cause CVA” or “CVA does not cause GDPD” at the 5% significance level. However, the significant probability (0.01951) for lag 7 shows that it is possible to reject the null hypothesis at the 5% significance level. Therefore, it is concluded that GDPD does cause CVA for lag 7 but not vice versa. This conclusion is supported by the DW statistic value for the error terms being equal to 1.92.


The values in column 3 in Table 6 indicates that the null hypothesis that GDPD does not cause CGDFCF cannot be rejected at the 5% level for lags up to 6. However, the values in column 4 indicate that the null hypothesis that “CGDFCF does not cause GDPD” can be rejected for lags up to 5. The respective DW statistic values of 1.86 and 1.93 for the models support these conclusions. Therefore, it is concluded that CGDFCF does cause GDPD but not vice versa. The probabilities shown in Table 7 indicate that the null hypothesis “GDPD does not cause CCI” up to lag 2 cannot be rejected at the 5% level, whereas the null hypothesis “CCI does not cause GDPD” cannot be rejected for any lags. Thus, it is concluded that GDPD does cause CCI but not vice versa. The DW statistic value of 1.87 indicates that the residuals are not auto-correlated and thus the model is accepted.


Table 5. Causality between GDPD2 and CVA2



	Lag Length
	GDPD2 Does Not Cause CVA2
	CVA2 Does Not Cause GDPD2



	F Statistics
	Prob.
	F Statistics
	Prob.



	1
	1.42167
	0.24190
	2.16629
	0.15083



	2
	0.91315
	0.41249
	0.82027
	0.45027



	3
	1.17538
	0.33821
	0.75831
	0.52766



	4
	1.12230
	0.37034
	1.47566
	0.24208



	5
	1.51200
	0.23067
	1.05663
	0.41304



	6
	1.34620
	0.29109
	0.45969
	0.82836



	7
	3.61273
	0.01951
	0.43628
	0.86342





Table 6. Causality between GDPD2 and CGDFCF1



	Lag Length
	GDPD2 Does Not Cause CGDFCF1
	CGDFCF1 Does Not Cause GDPD2



	F Statistics
	Prob.
	F Statistics
	Prob.



	1
	0.30710
	0.58332
	6.60690
	0.0150



	2
	0.71116
	0.49944
	6.22659
	0.0056



	3
	0.98857
	0.41354
	6.11313
	0.0027



	4
	1.24627
	0.31938
	5.14313
	0.0041



	5
	0.70637
	0.62544
	4.54295
	0.0063



	6
	0.78163
	0.59579
	2.13252
	0.1026





Table 7. Causality between GDPD2 and CCI3



	Lag Length
	GDPD2 Does Not Cause CCI3
	CCI3 Does Not Cause GDPD2



	F Statistics
	Prob.
	F Statistics
	Prob.



	1
	17.7051
	0.00228
	2.20771
	0.17149



	2
	5.33804
	0.04658
	0.46986
	0.64629



	3
	3.81882
	0.15009
	0.80662
	0.56801



	4
	NA
	NA
	NA
	NA




Causality between BT1 and CVA2, CGFCF1 and CCI3

The probabilities shown in Table 8 indicate that the null hypotheses “BT does not cause CVA” and “CVA does not cause BT” cannot be rejected for any possible lags except lag 7. The significant probability (0.01156) associated with the null hypothesis “BT does not cause CVA” for lag 7 indicates that the null hypothesis can be rejected. The corresponding DW values of 2.18 and 1.78 for the hypotheses confirm that the residuals are not auto-correlated. Therefore, it is concluded that BT causes CVA only for lag 7.


The probabilities shown in Table 9 indicate that the null hypothesis “BT does not cause CGDFCF” cannot be rejected at the 5% significance level for lags up to lag 4, whereas the null hypothesis “CGDFCF does not cause BT” cannot be rejected for any possible lags. It is therefore concluded that BT does cause CGDFCF for lags 5 and 6 but not vice versa. The corresponding DW values of 1.76 and 2.08 confirm that the residuals are not auto-correlated.


The probabilities shown in Table 10 indicate that the null hypotheses “BT does not cause CCI” and “CCI does not cause BT” cannot be rejected at the 5% level for any possible lags except lag 2 for the first of the two null hypotheses, i.e., that BT does not cause CCI. These results indicate that the null hypothesis can be rejected only for lag 2. Thus, it is concluded that BT does cause CCI for lag 2 and not vice versa. The corresponding DW value of 1.77 indicates that the residuals are not auto-correlated.


Table 8. Causality between BT and CVA2



	Lag Length
	BT Does Not Cause CVA2
	CVA2 Does Not Cause BT



	F Statistics
	Prob.
	F Statistics
	Prob.



	1
	1.33693
	0.25614
	1.43061
	0.24045



	2
	1.38886
	0.26546
	0.50999
	0.60579



	3
	1.20648
	0.32702
	0.30651
	0.82043



	4
	1.78810
	0.16563
	0.94168
	0.45766



	5
	1.71127
	0.17804
	0.66962
	0.65100



	6
	1.34025
	0.29340
	0.39395
	0.87275



	7
	4.12858
	0.01156
	0.51084
	0.81180





Table 9. Causality between BT and CGDFCF1



	Lag Length
	BT Does Not Cause CGDFCF1
	CGDFCF1 Does Not Cause BT



	F Statistics
	Prob.
	F Statistics
	Prob.



	1
	0.20437
	0.65418
	2.83183
	0.10185



	2
	0.91902
	0.40985
	1.77411
	0.18697



	3
	0.66661
	0.57987
	1.82647
	0.16615



	4
	2.14497
	0.10623
	2.13341
	0.10773



	5
	3.05490
	0.03164
	2.67362
	0.05071



	6
	4.84435
	0.00415
	1.72193
	0.17315





Table 10. Causality between BT and CCI3



	Lag Length
	BT Does Not Cause CCI3
	CCI3 Does Not Cause BT



	F Statistics
	Prob.
	F Statistics
	Prob.



	1
	0.45888
	0.51518
	0.15628
	0.70181



	2
	29.2586
	0.00080
	0.45222
	0.65625



	3
	7.23194
	0.06920
	0.43803
	0.74230



	4
	NA
	NA
	NA
	NA





CONCLUSIONS

From a general perspective, the construction industry is considered an important sector in most economies. It contributes to general economic growth and is, in turn, affected by the conditions within any national economy. In this study, the causal link between construction and economic growth in Sri Lanka was examined using the Granger causality test. It is well documented in the construction economics literature that when an economy is booming, the construction sector also booms. Conversely, a slowdown in the economy slows down construction activities. Hence, a causal relationship between them could be postulated, although the direction of the causality is unknown. This type of information is useful in policy planning to prioritise investment opportunities.


In contrast to previous studies, this study considered the most appropriate of the available indicators to represent both the construction sector and the national economy. A summary of the results obtained from the Granger causality tests is given in Table 11. For all indicators except CGDFCF and GDPD, the cause–effect analysis reveals that the economy drives the construction sector and not vice versa. This supports the opinions of Tse and Ganesan (1997) and Yiu et al. (2004) that GDP tends to lead construction flow. The results contradict the opinions of Briscoe (1988) and Ofori (1990) that construction leads the national economy and that growth in construction precedes growth in GDP (Anaman and Osei-Amponsah, 2007).


Table 11. Causality between Construction and the National Economy



	
	GDP

	GDPD

	BT




	CVA
	GDP leads by one year
	GDPD leads by seven years
	BT leads by seven years



	CGDFCF
	GDP leads by two to four years
	CGDFCF leads by one to five years
	BT leads by five to six years



	CCI
	GDP leads by one year
	GDPD leads by one to two years
	BT leads by two years




This finding could be justified for a developing country such as Sri Lanka, in which construction activity is subject to fluctuations. During periods of rapid economic expansion, construction output usually grows faster than of the output of other sectors, but during periods of stagnation, the construction industry is the first to suffer. With the execution of major construction projects after the 1970s, the construction sector in Sri Lanka gained the status of a leading sector in the country’s development. The opening of the economy in 1977 considerably increased investment in construction, but could only be sustained until 1982 (Karunatilake, 1987). Since 1983, protracted ethnic conflict has affected the growth of the economy and consequently, investment in construction has declined. However, there have been improvements since 2007 with the construction sector recording growth of up to 9% during 2007, an increase of 9.2% over the previous year (Central Bank of Sri Lanka, 2007). The Central Bank of Sri Lanka has suggested that this growth in the construction sector resulted from the positive contributions of the government and the private sector. The findings of the current study therefore suggest that the government, being the major client of the construction industry (contributing nearly two thirds of the total annual output in construction) could use the construction sector as an economic regulator, reducing construction demand by cutting back on construction projects or investment funds when the economy is overheating and stimulating construction investment during periods of unemployment and slack demand. Thus, the Sri Lankan government could prioritise investment to increase economic growth and optimise the use of the construction sector. Although this study has focused on a variety of indicators to assess the presence and nature of the causal relationship between the construction sector as a whole and the economy in Sri Lanka, it is believed that the different sub-sectors within the construction industry could react differently. Thus, a further study could investigate the impact of investments in different construction sub-sectors on the national economy.


NOTES

1.      First difference

2.      Second difference

3.      Third difference
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Abstract: The paper investigates the challenges influencing the performance, development and growth of the South African construction industry. The paper examines whether there is a key challenge perceived by construction industry stakeholders as affecting the development and growth of the sector. The rationale for the examination stems from the varied and largely unexamined assumptions available in the literature as to what the key challenge is. The research adopts a qualitative approach, using semi-structured interviews of 120 construction industry stakeholders based in Cape Town. The respondents were selected using the convenience and snowball sampling technique. The results of the study show that from a ranking perspective, the key challenges perceived by stakeholders as affecting the performance, development and growth of the construction industry in South Africa include the increasing costs of building materials, access to mortgage/credits, high interest rates and the high rate of failure of contracting enterprises. The paper concludes that to foster construction industry performance and growth in South Africa, there must be further studies to identify the factors responsible for the increases in the costs of building materials and to test the assumption that exploration and development of new materials and technologies, rather than exploitation of existing ones, will ensure stable building material prices.

Keywords: Building materials, Cost, Development, Perceptions, Performance



INTRODUCTION

Compared to many other industries, the construction industry plays a vital role in South Africa’s economy and is a significant contributor to economic growth (Construction Industry Development Board [CIDB], 2012; Statistics South Africa [Stats SA], 2010a). Ofori (2007) and United Nations Industrial Development Organisation (UNIDO) (2009) view the construction industry as that critical sector of the economy that produces building and civil engineering structures and determines the extent to which investment efforts in a resource-rich country are translated into investment outcomes. Kelly (1984) and UNIDO (2009) observe that the construction industry is not a single industry but rather a complex cluster of industries, including banking, materials and equipment manufacturers, contracting organisations and so forth.


Turin (1973), Wells (1986), Hillebrandt (2000), Mlinga and Wells (2002), Ofori (2007), and Giang and Pheng (2011) note that the construction industry plays an important role in the socio-economic development of any nation. Construction makes a significant contribution to the national economy, it creates employment (especially for the least skilled members of society), it plays a role in the development and transfer of technology, it creates many opportunities for enterprises, and it contributes directly to improving the quality of life of the users of its products.


However, several challenges have been identified as confronting and influencing the performance, development and growth of the South African construction industry (CIDB, 2004; 2007; van Wyk, 2003; 2004; Mbande, 2010; Milford, 2010; Lewis, 2007; Boshoff, 2010; Luus, 2003; Tomlinson, 2010). Though some of the challenges identified have existed for some time, there is little evidence to suggest that the issues raised in the past are no longer current, due to the paucity of relevant and reliable information on the subject. The literature also suggests a variety of largely unexamined and divergent assumptions as to the nature of these challenges.


This study therefore presents an investigation of the challenges assumed to influence the performance, development and growth of the South African construction industry. To accomplish this goal, the various challenges that have been reported in the literature as affecting the South African construction industry are first identified. The results of a survey of the perceptions of construction industry stakeholders are then presented. The implications of the findings for the future development and growth of the South African construction industry are discussed. Lastly, a framework is proposed for addressing the key challenge identified.


REVIEW OF THE CHALLENGES FACING THE SOUTH AFRICAN CONSTRUCTION INDUSTRY

A review of the extant literature revealed the following thirteen challenges said to influence the performance, growth and development of the South African construction industry:


	Public-sector capacity (Mbande, 2010; Milford, 2010; SA Construction Industry Status Report [Stats SA], 2004)

	Mismatches between available skills and required skills (Mbande, 2010; CIDB, 2004; van Wyk, 2003)

	Globalisation/critical global issues (Lewis, 2007; Raftery et al., 1998)

	Procurement practices and the capacity for sustainable empowerment (Black Economic Empowerment [BEE] News, 2009; CIDB, 2004)

	Access to affordable mortgage/credit and interest rates (Tomlinson, 2010; van Wyk, 2003; Luus, 2003)

	Poverty (Mbande, 2010; van Wyk, 2004)

	Technology (CIDB, 2007)

	Availability of suitable land for construction (Boshoff, 2010; van der Merwe, 1997)

	Availability of Infrastructure (CIDB, 2007)

	High rate of failure of enterprises (CIDB, 2004; van Wyk, 2003; 2004)

	Increases in the costs of building materials (The Bureau of Economic Research [BER], 2011; Stats SA, 2010b; CIDB, 2004; van Wyk, 2003) and

	Statutes and regulations (SA Construction Industry Status Report [Stats SA], 2004).




Public-Sector Capacity

Mbande (2010) observes that there is a shortage of skills within the South African skills sector and in state-owned enterprises. According to South Africa’s construction industry development board (CIDB, 2004), public-sector capacity is a key constraint on infrastructure delivery and sustainable growth in the South African construction industry. Milford (2010) observes that the lack of public-sector capacity has led to an inefficient and cumbersome process of funding construction projects by the government and in some cases, backlogs of more than six months in payments to contractors.


van Wyk (2003) notes the inability of the South African government to spend allocations received and its inability to evaluate public-private partnership schemes submitted to it for much-needed infrastructure. Ofori (1990) opines that the range of projects undertaken by a client might be limited by the number, types, experience and expertise of the available personnel within the client organisation. According to CIDB (2011), specific issues of concern are the quality of tender documents and specifications and the management of change orders. The CIDB report notes that these factors are a reflection of the procurement capability of clients and their agents.


Mismatch between Available Skills and Required Skills

Mbande (2010) suggests that there is a correlation between an increase in community protests due to the lack of service delivery in South Africa and the acute shortage of skills in the construction sector. The report by CIDB (2004) suggests that the skills supplied to the market through the Further Education and Training (FET) System were in many cases not appropriate to the needs of the construction industry, resulting in a skills gap and a decline in the capacity of the professional sector within the construction industry. van Wyk (2003) opines that the high number of industry participants who have no education, let alone a degree, is a serious impediment to the development of the construction industry.


Critical Global Issues/Globalisation

Lewis (2007) highlights the impact of globalisation on the construction industries in developing countries and the areas in which global trade perpetuates economic underdevelopment, thereby posing a challenge to the development of the construction industries in those countries. Raftery et al. (1998) opine that importing of construction services could grow at the expense of the indigenous construction sectors of developing countries. They attribute trends in the construction sector in the Asian region to the globalisation and deregulation of markets necessitated by fiscal, technological and managerial constraints. Furthermore, the current global economic recession and its effect on the world economy pose a challenge to the performance of the construction industry in South Africa.


Procurement Practices/Capacity for Sustainable Empowerment

The CIDB (2004) reports that, the existing preferential procurement environment is a challenge as it encourages historically disadvantaged professionals to establish their own firms rather than join established companies. This fragmentation, according to the report, has reduced the depth and breadth of expertise that can be consolidated within medium and large companies through access and experience on specialised and diverse projects. In addition, the preferential method of procurement in use in South Africa (CIDB, 2012; BEE News, 2009; Williams, 2007) results in unhealthy levels of competition and impedes the development of small enterprise capabilities and sustainability (Bowen et al., 2007).


Access to Affordable Mortgage/Credit and Interest Rates

Since the global economic crisis started in late 2007, banks have become very stringent in their lending criteria, compared to the access to easy credit that characterised the period from 2001 to 2003, as shown by Luus (2003). This increased stringency has required developers and purchasers to put down equity of up to 50% and not less than 20% of the cost of a development or house, which very few people can afford. Funds available for lending have shrunk significantly, which directly influences the number of developments constructed (Luus, 2003). The developers need the banks to finance the building process and the purchaser needs to access a mortgage to finance the purchase of a house or apartment. In addition, mortgage rates have fluctuated between 13% and 24%, causing substantial problems, with households finding it difficult to afford the higher interest payments and as a result, failing to pay their mortgage bonds (Tomlinson, 2010).


Poverty

At first glance, one might wonder what poverty alleviation has to do with the construction industry. However, according to van Wyk (2004), poverty alleviation has been identified as one of the Millennium Development Goals (MDG) precisely because poverty has the ability to destabilise the world economy and lead to global unrest. According to Mbande (2010), given the MDGs intention to fight poverty, many donor nations are linking their funding of infrastructure to the achievement of socio-economic goals. Therefore, accessing infrastructure development funds can be a useful tool in construction industry development.


Technology

Ofori (1990) opines that where projects involve relatively new technology, individual contractors might not have the capability to undertake them. South Africa has reasonable access to the latest technology; however, the prevailing levels of technology within the country and overseas tend to limit the scope of the projects that can be undertaken at any one time, with the material, equipment and personnel available. There is also a problem with end-users’ perceptions about viable alternative building methods and innovative building systems, especially in the low-cost housing market, as well as tension between technology and labour. Construction companies are encouraged by government policy to employ more labour to boost the economy and alleviate poverty (CIDB, 2007).


Availability of Suitable Land for Construction

Perhaps the most important physical constraint on construction activity is land because the supply of land is largely fixed (Ofori, 1990). Boshoff (2010) emphasises that while there is an extensive supply of public land, private land is not readily available in South Africa. The total area of land within each cluster that can be developed is further limited by such factors as topography and soil conditions (van der Merwe, 1997). Furthermore, there are many land claim issues in the courts, zoning issues and heritage sites, all of which combine to make the price of available land inhibitive, thereby delaying development processes.


Availability of Infrastructure

Human settlements require infrastructure to sustain them. An area cannot be developed without infrastructure such as electricity, pipe-borne water, roads, streetlights and sewage disposal systems (Ofori, 1990). According to the CIDB (2007), the government of South Africa spends a considerable amount money on improving its old and depreciated urban and rural infrastructure. There is also a huge challenge with respect to limitations on electrical capacity (Eberhard, 2008). The electricity-generating company in South Africa, ESKOM, has a nominal generating capacity of 39,154 megawatts (Mbendi.com, n.d). According to reports, water scarcity is also going to become an increasing problem. In certain cases, such as high-end housing estate development in new areas, private property developers are increasingly delivering housing-related infrastructure as an added cost of the development (Kihato, 2012). Furthermore, for smooth progress of the work on site, infrastructure facilities are required, and in cases where these facilities are unavailable, a contractor must make provisions for them.


High Rate of Enterprise Failure/Delivery Capacity and Performance

Business failure, according to Arditi, Koksal and Kale (2000), is the inability of a firm to pay its obligations when they are due. The CIDB (2004) report notes that the failure rate of South African construction companies is unacceptably high. The report shows that there were 532 liquidations of construction companies in 2004, 371 in 2002, 554 in 2001 and overall, 1,400 companies that could not remain viable in the 2002–2004 period. According to this report, there has been a long-term decline in profitability in the industry, and many companies confirm profit levels as low as 1%. Windapo and Cattell (2011), in a study of CIDB-registered building and civil engineering contractors, found that there was a reduction of 801 (or 8%) in the total number of contractors registered in 2010 compared to 2009. It is evident from the findings by van Wyk (2004; 2003) on the performance of the construction industry that the high rate of enterprise failure reflects demand volatility, high levels of non-completion, poor management and low productivity. According to van Wyk, compared to seven other countries that were not identified, South Africa’s productivity remains the lowest.


Increases in the Costs of Building Materials

Materials account for as much as 60% of total project costs (Bourne, 1981; Haskell, 2004). South Africa produces its own strategic materials and relies on imported equipment. Therefore, increases in material costs within the industry are a cause for concern. The CIDB (2007) report on the Building and Construction Sector in South Africa notes that the prices of volatile building materials such as steel, cement, sand, copper, timber, polyvinyl chloride (PVC) pipes, bitumen and masonry increased by up to 100% between October 2000 and 2006. Stats SA (2010b) and BER (2011) reported price increases ranging from 70%–241% between 2000 and 2010. In addition, BER (2011) determined that the prices of building materials increased linearly at an average rate of 70% between 2002 and 2010 and that all building material prices increase overall up to 2008, when the material prices reached their peak.


According to van Wyk (2003), significant growth in the construction industry is dependent upon price stability in material costs, which have increased at rates higher than the inflation rate. Cockayne (2011a; 2011b), the CIDB (2007) and Enslin-Payne (2007) note the effects that increases in building material prices have on the construction industry, including the inability of developers to deliver affordable housing, high tender valuations and poor construction industry performance.


Statutes and Regulations

Ofori (1990) identified statutes and regulations such as insurance provisions, standards, the defects liability period, height restrictions, and health and safety provisions as factors that constrain the level of construction activity in any country at any given time. The CIDB (2004) report states that since 1994, the South African Government has passed more than 1,000 pieces of legislation, which have in turn spawned numerous regulations, giving the impression of over-regulation. These laws have affected tender and procurement procedures, employment and labour practices, BEE, planning permissions and controls, skills development and training and business practices. As a result, the development approvals and zoning processes of local authorities are slow and lead to unnecessary holding costs for developers (CIDB, 2004).


Climate change poses a huge challenge to current global industrial development. Addressing global issues such as sustainability, global warming (levels of CO2 emissions by buildings under construction and in use), and the use of water and other natural resources involves requirements that might be difficult for construction sector participants to comply with (UNIDO, 2009; van Wyk, 2004).


RESEARCH METHODS

The key challenges that affect the performance of the construction industry have been comprehensively documented in construction, engineering and management literature, but much of the research has not been focused on South Africa, nor does it give an indication of the key challenges affecting construction industry performance. The research adopts a mixed method approach, using a descriptive survey and semi-structured interviews in collecting qualitative data from construction industry stakeholders based in Cape Town. The cohort of 120 respondents used in the study were selected by means of snowball and convenience non-random sampling techniques from a study population of architects, quantity surveyors, construction managers, project managers of contracting firms, property developers, and representatives of finance and leasing companies based in Cape Town. The selection of the respondents was also based on their willingness to participate in the study. The researcher first identified a number of respondents through personal contacts and, after collecting data from each one, asked each respondent to identify additional potential respondents. In this way, a sufficient sample size of 120 respondents was assembled. At the end of the study period, only 78 of the interviews were judged to be usable because 42 of the respondents provided vague and undecided responses.


The study was conducted between March and May 2010 (an eight-week period), by means of personal interviews, using an interview protocol. Personal interviews were considered a suitable approach to eliciting the required information because additional information that might not have been obtained from the literature could be obtained from the personal interviews. The interview protocol was grouped into two sections. The first section solicited general information about the respondent and the organisation, while the second section required the respondents to rate their perceptions of the 13 challenges identified as affecting the South African construction industry. The respondents were requested to rate the effect of each challenge on a 5-point Likert scale. The responses “very high effect”, “high effect”, “average effect”, “low effect” and “very low effect” were assigned numerical values of 5, 4, 3, 2, and 1, respectively.


The researcher prepared and made use of a data analysis sheet to collate data extracted from the interview protocol. The challenges were thereafter rated using the mean item score (MIS) method of descriptive analysis.
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where M5, M4, M3, M2 and M1 are frequencies of the rating responses given to each challenge variable.


DATA PRESENTATION AND DISCUSSION

The data gathered from the survey is presented below.


Distribution of Respondents by Sector in the Construction Industry

Figure 1 presents the classification of the respondents according to the sector in which they are based in the construction industry.
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Figure 1. Distribution of Respondents According to Sector in the Construction Industry





Figure 1 shows that 35% of the respondents are in the professional services sector, 32% are in contracting, 28% are in property development and investment, and 2.5% are in the equipment supply and hire sector of the construction industry. Figure 1 also shows that 21% of the respondents in the professional services sector were project managers, 18% were estate agents, another 18% were both project and construction managers/QS, 14% were architects, 11% were quantity surveyors, another 11% were engineers, 3.5% were town planners and 3.5% were land surveyors.


Perception of Key Challenges that Impact Construction Industry Performance

Table 1 shows the perception of the respondents as to the impact of the challenges identified as affecting the performance of the construction industry in South Africa.


Table 1. Perception of Impact of Challenges on Construction Industry Performance
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It emerged from the study that the respondents’ perceived the increases in the costs of building materials to be the key construction and development challenge affecting construction industry performance in South Africa. This was followed by insufficient mortgage markets and high interest rates. Technology, government procurement practices and critical global issues/globalisation were perceived by the respondents’ to be of least importance. The findings of this study are consistent with those of previous studies by van Wyk (2003), who acknowledges that significant growth in the construction industry is dependent upon price stability in building material costs; Luus (2003), who posits that the lack of funds directly influences the number of housing developments; and Tomlinson (2010), who views high interest rates as a challenge to the construction industry because they lead to defaults by construction industry clients.


Comparison of the Perceptions between the Key Sectors Surveyed

This study sought to determine whether there are differences in the perceptions of the key construction industry participants surveyed. Table 2 shows a comparison of the perceptions among three key groups of construction industry participants as to what the key challenge facing the construction industry is.


Table 2. Differences in Key Challenges Perceived to Face the Construction Industry by Three Groups of Participants



	Construction Professionals/Consultants
	Contractors

	Property Developers/Investors
	Rank



	Increases in the costs of building materials
	Mismatches between available skill and required skills
	Increases in the costs of building materials
	1




	High interest rates
	Increases in the costs of building materials
	High rate of enterprise failure/delivery capacity and performance
	2




	Public-sector capacity
	High rate of enterprise failure/delivery capacity and performance
	Availability of Infrastructure
	3





Table 2 shows that construction professionals/consultants perceive the increases in the costs of building materials, high interest rates and the availability of infrastructure, in that order, as the key construction and development challenges affecting construction industry performance in South Africa. The contractors perceived the key construction industry challenges to include a mismatch between available skills and required skills, the increases in the costs of building materials and the high rate of enterprise failure/delivery capacity and performance. The property developers and investors perceive the increases in the costs of building materials, the high rate of enterprise failure/delivery capacity and performance and the availability of infrastructure, in that order, as the key construction and development challenges.


Table 2 reveals that the three groups of respondents all perceive the increases in the costs of building materials as a key challenge and that the groups differ in types of challenges they identified and in their ranking.


IMPLICATIONS OF THE CHALLENGES IDENTIFIED FOR FUTURE PERFORMANCE, DEVELOPMENT AND GROWTH IN THE SOUTH AFRICAN CONSTRUCTION INDUSTRY

Table 1 reveals in terms of the overall ranking, the respondents perceived the increases in the costs of building materials, access to affordable mortgage/credit and high interest rates as the key construction and development challenges affecting construction industry performance in South Africa. Technology, government procurement practices and critical global issues/globalisation were perceived by the respondents to be of the least importance.

However, further analysis of the respondents by cohorts, as summarised in Table 2, reveals that the different sectors of the construction industry have different views about which is the key challenge most affecting the performance of the industry. The only point of commonality among the cohorts is the perception that the rising costs of building materials is a key challenge.


The survey findings were not found to be consistent with the findings of Milford (2010), which suggest that public-sector capacity, in terms of financial capital, should have been perceived by contractors as an important challenge facing the performance of contractors in the construction industry. This challenge, according to Milford, might be responsible for the failure of many construction companies. The criteria for payment by the government — the largest construction industry client in South Africa — and the non-payment of money owed to contractors when due might create serious cash flow problems for contractors and lead to enterprise/business failures. Contractors might not perceive this lack of public-sector capacity as a challenge because of the perception held that most companies have never received tenders from the government (Robertson, 2010). It is possible that those who have received tenders are government protégés who have no reason to complain about government services if anything goes wrong, while other contractors depend on private sector-organisations for job opportunities.


The key constraint identified by the respondents in the survey as affecting the development of the construction industry in South Africa is the increasing costs of building materials. The question that needs to be addressed, however, is why do the respondents perceive the increasing costs of building materials to be a key challenge to and constraint on the performance, development and growth of the South African construction industry? This perception of the respondents with respect to the key challenge arises from largely unexamined assumptions that increases in the costs of building materials result in low-cost performance of construction projects, introduce uncertainty into project pricing and bidding, may cause future cash flow problems for contractors (especially when executing long term projects), and may cause the failure of projects that are not adequately priced to absorb building material price increases, resulting in an unsustainable contractor/construction industry.


Factors known to affect the costs of building materials holistically are include manufacturing costs, import duties, sales or value-added taxes, special levies, delivery services, and transport and storage costs (see BER, 2008; Matthews, 2009; Mwijagye, 2010; Master Builders Association of Malaysia, 2011). Among other factors that affect the costs of building materials is the lack of close substitutes for some building materials, such as crushed stone aggregates cement, kiln-dried SA pine lumber, and galvanised roofing sheet metal, which take time to produce.


CONCLUSIONS

It emerged from the study that construction industry respondents perceive the key challenge to the performance, development and growth of the construction industry in South Africa to be the increasing costs of building materials, which implies that either there is a high demand for certain types of building materials or that there is a heavy reliance on particular materials, leading to high demand without a matching supply. Other unexamined economic factors invariably introduce additional uncertainty into the project procurement process.


Based on the research findings, the paper concludes that to encourage construction industry performance and growth in South Africa, further studies are needed to examine the factors responsible for increases in the costs of building materials and to explore and develop new materials and technologies rather than exploiting existing ones, as shown in Figure 2.
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Figure 2. Proposed Framework to Address the Challenge of Increase in the Cost of Building Materials




Figure 2 shows a framework proposed to address the challenge posed by increases in the costs of building materials on the performance and growth of the construction industry. Figure 2 suggests that the construction industry will perform negatively if no action is taken to mitigate increases in building material costs, and vice versa. The actions proposed include further research into factors such as transportation and manufacturing costs, which are believed to be partially responsible for increases in building material prices, as well as research into development of new building materials. However, the possibility of building materials product development being the solution to the challenge of increasing costs of building materials and the assumption that new materials will cost less than existing materials and ensure stable building material prices should also be examined in further studies.
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