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The purpose of this study is to determine the intertemporal changes that occurred in 1990 and 2000 in the link between migration and environmental degradation in the Asia Pacific region. The study used carbon dioxide emission index, gross domestic per capita income, consumer price index and distance among the countries to conduct a cross-sectional analysis to investigate this relationship. Two different points of time were regressed cross-sectionally and White standard was employed to remove traces of heterogeneity. Results clearly indicated that intertemporal effects between 1990 and 2000 were negligible. Overall, the study found that in the case of Malaysia and Asia Pacific countries, there had been no significant relationship between environmental degradation on emigration. However, other factors such as difference in the price level and inter-country distance influenced emigration significantly. Environment degradation, difference in price level and inter-country distance were found to be insignificant in influencing immigration.
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INTRODUCTION

Migration is as old as humanity itself, and its importance and relevance have not diminished over centuries. There are many reasons that motivate individuals or groups of people from one geographic location to migrate to another location such as poor employment opportunities or political instability in the home country. As a consequence, some countries which are popular destinations of migrants often experience large scale migration either on a permanent or temporary basis resulting in significant social changes. Therefore, a thorough understanding of migration and its consequences is essential as it will allow policymakers to devise strategic immigration policies that will mutually benefit both the host and source countries.

Freeman (2006) argues that economic, geographical and social factors are three important macro considerations that motivate people to migrate. In this study, we focus on the economic and geographical factors based on the gravity model of immigration postulated by Lewer and Van den Berg (2008). Additionally, we also make comparisons of the impact caused by these two macro variables at two different time periods i.e. the years 1990 and 2000 and investigate the contribution of other factors such as the income, price and distance, similar to the study by Clark, Hatton and Williamson (2007), and Karemera, Ogueldo and Davis (2000). This paper also investigates the intertemporal significance of various factors such as environmental degradation, income per capita, price levels and distance on emigration and immigration.

Background of Immigration and Emigration in Malaysia

Malaysia is currently a popular destination for migrant workers from countries in Asia. According to the Economic Planning Unit (EPU) Report 2013, there are about 2.8 million migrant workers from the 12 million total labour force in the country. The manufacturing sector is the largest employer of foreign workers accounting for 0.728 million immigrants while other sectors such as domestic (14.2%), plantation (16.2%), construction (14.9%) and other services (10.3%) made up the other main composition of foreign workers’. In recent years, Malaysia has also seen an upsurge in migrant workers in the services sector, which has not been a trend in the 1990s. For instance, Malaysia employed 231,229 foreign workers in the services industry, 307,167 in manufacturing, 200,474 in plantation and 68,266 in construction in 2000 (Economic Planning Unit, 2013).

In terms of nationality, the largest group of migrants workers are from Indonesia (65.7%), followed by Nepal (10.8%) and India (7.6%). These groups of immigrants are largely made up of low skilled workers. The main reason for the large influx of migrant workers in the country is the economic progress which has given rise to this structural shift in labour migration (Nair and Jantan, 2006). In comparison, it can be said that there was a surplus of labour supply when agriculture was the main contributor to the nation’s economy. Hence, emigration or outward migration was more common in Malaysia during that period. However, the trend apparently has seen a decline with Malaysia’s rapid economic development. In the current context, our country is highly dependent on foreign labour for the plantation and construction sectors, and subsequently there has been an influx of foreign workers, including those who enter illegally, in the country. Hence, we need to tackle issues related to the employment of illegal migrants and also ensure that there is a systematic deployment of legal foreign labour (Wong, 2010).


Hugo (2008b) explains that transnational migration due to globalisation is a complex phenomenon made up of a system of linkages between the origin and destination countries and personal factors. For instance, the risk profile of a potential migrant also plays a significant role in his/her decision to migrate. Another factor is the anticipated rise in income which raises the possibility of high migration rates (Gallup, 1994). Additionally, the relaxation of migration policies in many South East Asian countries which are in dire need of migrant workers has also catalysed transnational migration (Kaur, 2007).

Transnational migration has brought about its attendant problems. Currently, there are more than 785,000 Malaysians working abroad (Arbee, 2010). Most of them are mainly highly skilled workers whose employment elsewhere contributes to a phenomenon known as “brain-drain” in this country, while low skilled workers, some who enter the country illegally, constitute the majority of migrant workers in the country. Both these trends pose challenges that have to be seriously addressed by our policymakers.

Background of Migration in Asia-Pacific Region

The history of migration in the Asia Pacific region is long and diverse. During the post World War II period, there was a large migration of Asian workers who sought employment in Singapore and Hong Kong. From the 1990s onwards, labour began to flow in a larger scale into East Asian countries such as Japan, South Korea, Taiwan, Malaysia and, more recently, into Thailand. This has given South East Asia an image as the “newest migratory pole” (Findlay, Jones and Davidson, 1998). By mid-1990s, migrant workers accounted for over 20% of the labour force in Singapore, 12% in Malaysia, 10% in Hong Kong and 6% in Thailand (Athukorala, 2006) as jobs that fit the profiles of the workers were plentiful in these countries. Most of these workers were predominantly unskilled and semi-skilled while the proportion of skilled migrant labour remained low (Manning, 2002).

The migration pattern of foreigners moving to Australia has also undergone distinct changes over the decades. About 5.4 million immigrants have entered Australia since 1945, first as permanent settlers and later as citizens. Since the late 1970s, Asia has contributed significantly to the growing migrant population in Australia and in 1980s, Asians made up around half of the migrants in the country (Bureau of Immigration, Multicultural and Population Research, 1995). New Zealand has experienced a similar situation. Between 1981 and 2006, the number of overseas-born people in New Zealand rose from approximately 450,000 to 920,000, an increase of more than 100%. Furthermore, the number of nationalities which had more than 10,000 people in New Zealand increased from 5 to 16 (Bryant and Law, 2004).

Another migration trend is internal migration, mainly from rural to urban areas within a country. This is largely contributed by declining job opportunities in rural areas and increased opportunities in urban areas. Deshingkar (2006) asserts that internal migration is likely to increase at a faster rate than international migration in Asia. For example, in China, internal migration has increased dramatically, from about 26 million people in 1988 to 126 million in 2000 (GHK/IIED, 2004). Economic opportunities in the urban areas have fuelled the movement of labour from rural to urban areas in the Asia-Pacific. According to Organization for Economic Co-operation and Development, OECD (2001), the migration trend in Asia, especially in Korea and Malaysia has evolved from one-way emigration to two-way streams involving emigration of locals and immigration of foreigners.

LITERATURE REVIEW

Migration and Environmental Degradation

The livelihood of a population can be severely affected as a result of deteriorating environmental conditions. Hence, it is natural for people to emigrate in search of a “cleaner” environment and better quality of life to escape from worsening conditions at home which may compromise their health. Environmental decline plays a statistically significant role in out-migration (Reuveny and Moore, 2009) and migrants may leave due to a variety of reasons such as out of desperation (Myers, 1997), but usually to another place within the same region (Castles, 2002). Although environmental hazards encourage people to migrate to safer places, it must be combined by other factors such as relocation policies (Warner et al., 2010). In other words, people’s decision to emigrate is normally induced by a multitude of factors related to environmental, political, social and economic concerns.

In some underdeveloped countries, people have migrated due to deterioration of the environment. Sometimes this deterioration is also human-induced, causing problems such as flooding and landslides. Alscher (2011) in his study on Hispaniola Islands namely Haiti and Dominican Republic found that the migrants who left the islands because of the loss in economic sustainability and their livelihoods suffer. In short, there seems to be a two-way causal relationship between environmental degradation and migration. In addition, the lack or withdrawal of state support may have indirectly contributed to the incentives to migrate. Warner (2010) mentioned that this forced migration may indicate a vulnerability of the balance between social–ecological system and human adaptability. By highlighting the environmentally induced migration in Mozambique, Vietnam and Egypt, results showed that migration and environmental degradation can be bidirectional.


Migration and Income Level

The migration-development nexus has been extensively discussed in the literature. Many studies have used the gravity model to analyse this inextricable relationship including Egger (2000); Carillo and Li (2004); Lewer and Van den Berg (2008). The results conclude that international migration can be compared to a gravitational-like force that is explained in the model. In essence, the gravitational pull results in higher level of immigration from a country with lower gross domestic product (GDP) per capita to a country with higher GDP per capita. This is because of the potentially higher income that they can earn that will provide them with a better standard of living in the destination country.

Keenan and Walker (2011) also concur that there is a link between potential income and migration decisions, mainly driven by differences in mean wages between countries known as the “pull” factor. Similarly, Mayda (2010); Felbermayr, Hiller and Sala (2010); Ortega and Peri (2009) also note that the difference in the level of income between destination and origin countries has a significant effect on migration patterns.

Although, per capita income is believed to be the main driving force for migration from “poorer” to “richer” countries, the level of skills of migrants also plays a significant role in migration decisions. Basically, the higher the skill of a worker, the greater is the incentive to move to a richer region. However, a lower-skilled worker tends to relocate to a comparatively less wealthier region (Giannetti, 2003).

There are also other positive effects of migration. For example, it can contribute to higher economic growth of the countries of origin as migrant workers are likely to transfer funds to their families in their countries of origin (Catrinescu et al., 2009). Also, the host countries are likely to benefit significantly as a result of the diversity of skills that the migrants have (Ottaviano and Peri, 2006).

Migration and Price Level

Living costs can contribute to the difference in real or actual income because prices of goods and services affect the purchasing power or real income. Hence, people tend to migrate to seek a better standard of living to close the gap between level of income and cost of living. Standard migration theories advocated by Todaro (1969), and Harris and Todaro (1970) posit that rural-urban migration is often induced by the perceived expected or real income as indicated in many studies such as Zhang and Song (2003) and Zhu (2002) who observed this trend in China.

Moreover, studies also show that increased migration leads to a decrease in prices in certain sectors of the economy. For instance, Cortes (2008) argues that the price of services such as housekeeping and gardening become significantly lower when there is a high volume of migrants in a particular area. On the other hand, prices of houses may increase with the increase in population and the subsequent demand. Hence, Ley and Tutchener (2001) who observed a tremendous rise in real estate prices in Toronto and Vancouver between 1971 and 1996 argue that there is a robust relationship between Consumer Price Index (CPI) and immigration. As house price plays a significant role in determining the level of CPI, significant increases in house prices could lead to rapidly rising CPI.

Migration and Distance

Another factor that determines migration patterns is the distance between source and host countries, which has a bearing on transportation costs (Schwartz, 1973). Although transportation cost is, in fact, an opportunity cost that increases with distance (Levy and Wadycki, 1974), this is still a barrier that hinders people’s decision to migrate. A similar trend has been observed in intra-country migration by Lemistre and Moreau (2009) in France the distance between cities and higher transportation costs had affected the mobility of youths from one area into another. On the other hand, migration is not only confined to rural-to-urban direction. The migration trend indicated the reverse in the direction of migration in certain countries. Tabuchi (1998) found out that lower transportation costs encourage migration from urban to rural regions. In addition to the cost factor, border sharing between countries led to greater incidence of migration than that of trade (Heliwell, 1997).

METHODOLOGY

This section describes the methodology used to investigate the relationship between Malaysia’s bilateral migration flows and its determinants which are environmental degradation (carbon emissions), nations’ income level (GDP per capita), price levels (CPI) and geographical distance (kilometres). Data for this study was taken from the World Bank Global Bilateral Migration and World Databank: World Development Indicators database.

This study is modelled after Karemera, Ogueldo and Davis (2000) who used a modified gravity model to determine the factors that influence migration using panel data of 70 countries over a time period from 1976 to 1986. In addition, the methodology is also based on Mayda (2010) who investigated the determinants of bilateral immigration flows into 14 OECD countries between 1980 and 1995. The study has also drawn ideas from earlier studies that focused either on a cross-section (Borjas, 1987; Yang, 1995) or have concentrated on a single destination country over time (Brucker, Siliverstova dan Trubswetter 2003).


The focus of this study is migration into Malaysia, both as a single origin and a single destination country for migrants from the Asia-Pacific region. We undertook a cross sectional analysis due to the unavailability of time series data. Using the gravity model, we attempt to investigate the antecedents using net migration as the dependent variable. Other factors such as institutional settings and social network are not included because it is outside the perimeters of this study as our main focus is to investigate the economic and geographical factors that induce immigration. However, the lack of explanatory variables is not without problems. As there can be reverse causality between migration flows (emigration and immigration) and income level, there are concerns that this may lead to problems with estimates. To address this, we take the assumption that migration flows and income level are predetermined as stated by Mayda (2010). The data used here is from 1990 and 2000, involving 24 countries from the Asia-Pacific region including Malaysia. Results obtained from 1990 are compared to that of 2000. To cater for heteroskedasticity, which is common in a cross sectional analysis, we used White Standard Error where the following equations are estimated for their respective effects.



	Model 1
LEMI(m to f)
	= β0 + β1logCOEf + β2logGDPPCf + β3 logCPIf + β4logDIST + ϵ



	Model 2
LIMMI(f to m)
	= δ0 + δ1logCOEf + δ2logGDPPCf + δ3logCPIf + δ4 logDIST + µ




Abbreviations



	LIMMI(f to m) :
	logarithm of number of foreign citizens from the respective country migrating to Malaysia.



	LEMI(m to f) :
	logarithm of number of Malaysian citizens migrating to the respective foreign country.



	logCOEf :
	logarithm of foreign carbon dioxide emission level (proxied by carbon dioxide emission per capita [in USD]).



	logGDPPCf :
	logarithm of foreign income level (proxied by the respective countries Real Gross Domestic Product per capita [in USD]).



	logCPIf :
	logarithm of foreign price level (proxied by the respective countries Consumer Price Index).



	logDIST :
	distance from Malaysia to foreign country, in kilometer.




RESULTS AND ANALYSIS

For Model 1, the estimations and results for 1990 and 2000 are shown and summarised in Table 1. The results for 1990 reveals that the signs are consistent with the theory that there are positive relationships between (1) emigration and degradation level and between (2) emigration and price level. However, inverse relationships are found between (3) emigration and income (4) emigration and geographical distance. Comparison between the results in 1990 with 2000 shows changes in the analysis for migration and income level but remains unchanged between migration and the other variables i.e. environmental degradation, price level and distance.


Table 1: Results for determinants for emigration (Model 1)



	Variables
	1990

	2000




	Constant
	18.6083*

	–21.0255




	
	(2.407)

	(–1.5975)




	Degradation
	0.5982

	0.4647




	
	(0.9)

	(0.5712)




	Income
	–0.2214

	0.0539




	
	(–0.2399)

	(0.0635)




	Price
	1.5453*

	8.8617*




	
	(2.6905)

	(2.9599)




	Distance
	–2.0331*

	–1.4491*




	
	(–3.4626)

	(–2.2716)





Note: *Significant at 5% level; **Significant at 10% level; ( ) denotes t-statistics. Figures above have been corrected for heteroscedasticity by using the White Standard Errors.

The results indicate that there is a positive relationship between emigration and environmental degradation for both 1990 and 2000. The findings suggest that higher foreign environmental degradation has contributed to higher emigration. However, the effects are insignificant. This is probably because environmental degradation is not a major inducer of emigration. In other words, issues related to environmental degradation is not sufficiently critical to motivate potential migrants to move to regions with a “cleaner” environment. Hence, the empirical findings of this study do not concur with the findings in other studies that postulate environmental degradation as a contributing factor for emigration.

In the analysis of the link between emigration and foreign income, the estimations derived from data from 1990 also appear to contradict with previous findings. Though insignificant at 5% level, the negative relationship indicates that emigration decreases when GDP per capita increases and vice-versa. This phenomenon is more evident in developed countries which indicate that there is a downward sloping portion of the migration hump showing that emigration slows down when national income grows. As the sample countries consists of both developing and developed countries, there could be some further explanations attributing to this development. Hence, further exploratory studies are needed to shed more light into the nature of the relationship. Even with year 2000 data, the relationship did not yield insignificant estimates, despite the change in coefficient figures. In other words, the GDP per capita variable is not significant enough to determine the rate of emigration. It appears that income levels do not attract nor repel potential migrants as the financial motivation to emigrate is not supported by the empirical findings in this study.

The most significant findings of this study is that price level and distance play important roles in the people’s decision to emigrate. Since, higher price levels are associated with rising cost of living, the resulting fall in the purchasing power leads to higher level of emigration. Given the significantly positive relationship between price level and emigration, increasing cost of living and the resulting fall in real income can be considered as one of the push factors of emigration. The findings of this study, to an extent, support the literature that posits real income in the wake of rising living costs and reduced purchasing power plays a key plays role in influencing decisions to migrate.

The findings of this study also support the argument that higher cost of travelling (due to the distance) discourages emigration and vice versa. The variable is significant at 5%. Using Malaysia as a focal point for measuring distance, countries that are geographically closer can expect their citizens to choose Malaysia as a host destination. Basically, lower travelling costs increase emigration while higher travelling costs due to distance discourage it. This has been observed for both years and is consistent with Lemistre and Moreau’s findings (2009).

On the whole, it can be summed up that emigration is not mainly driven by environmental degradation (carbon dioxide emissions) and financial reasons (GDP per capita), but by price level, distance and other factors that have not been included in this study. Hence, this paper argues that the intertemporal changes are minimal as there have been minimal changes in the patterns of migration vis-à-vis the factors investigated in the period of 10 years.

Table 2 shows the results derived from estimating Model 2 using data from 1990 which indicates that immigration is only positively related to price while being negatively related to environmental degradation, income and distance. Of the coefficients obtained, only the distance coefficient is significant at 5%. This implies that shorter distance encourages higher immigration levels and vice-versa. Hence, it is natural for Malaysia to expect more immigrants from neighbouring countries than or from countries which are geographically further. As the estimates for the environmental degradation are statistically insignificant, it indicates that environmental degradation does not influence immigration.

The data from 2000 data yielded unexpectedly similar findings. The signs are positive for the price and distance variables. However, none of the coefficients are significant even at the 10% level. Over a time period of 10 years, it is noted that distance had lost its “importance” as an important reason immigration. This could be attributed to factors such as diminishing cost of travel and better and more efficient communication networks between countries and regions.


Table 2: Results for determinants for immigration (Model 2)



	Variables
	1990
	2000



	Constant
	–1.1454
	–18.6889



	
	(–0.0782)
	 (–0.6187)



	Degradation
	–0.4421
	–0.0675



	
	(–0.6478)
	(–0.0516)



	Income
	–0.5217
	–0.0063



	
	(–0.4527)
	 (–0.0054)



	Price
	2.702
	4.1283



	
	(3.8981)
	(0.6798)



	Distance
	–0.5306*
	0.6749



	
	(–2.6366)
	(0.4587)




Note: *Significant at 5% level; **Significant at 10% level; ( ) denotes t-statistics. Figures above have been corrected for heteroscedasticity by using the White Standard Errors.

The findings of this study suggest that the variables that were investigated do not motivate immigration. One possible reason is that environmental factors may have a catalyst effect on migration rather than a causal effect. Moreover, the poor would have lesser means to migrate to other regions despite the unfavourable environmental conditions that beset them. It is difficult to establish a direct causality as other studies indicate social, economic and political factors forming the strongest push factors for migration (Bogardi and Renaud, 2006). Other scholars such as Ho and Tyson (2011) argue that reasons for migration cannot be sufficiently explained by the push-pull factors as it involves complex individual decision-making process. Instead, migration should not be viewed too simplistically because the influencing factors may not be mutually exclusive. As posited by Hugo (2008a; 2008b) migration between Asia-Pacific countries including Malaysia is a complex interactive system rather than a unidirectional permanent relocation of population.

One of the limitations of the present study is the lack of the data on recent migration patterns. This may have some effects with regard to the accuracy of the estimations. The data used in the data and the subsequent findings, may not have meaningful implications in policy-making today. Furthermore, we could only conduct a cross-sectional analysis as we could not obtain time series data. Ideally, a 30-year time series data will facilitate a much more rigorous econometric analysis.

Another drawback is that the migration data do not differentiate between skilled and unskilled labour. As skilled labour migration is vital for the economic growth of a nation in the long run, it is imperative for the relevant authorities to have the necessary knowledge to formulate strategic immigration laws to attract the right kind of labour. Since migration can be influenced by the risk profile or behavioural characteristics of the migrants themselves, it is crucial for Malaysia to have more specific data on migrants who come into the country. Basically, risk-takers have a greater tendency to migrate even when they come from environmentally favourable conditions while risk-adverse migrants may want to stay put despite any form of environmental degradation.

The current study also assumes that the relationship between the variables is unidirectional but the causality between migration (emigration and immigration) and the explanatory factors of GDP per capita and price levels can be bidirectional. The possibility of endogeneity problems, as a result, could have, thus, led to biased estimates. The seemingly independent variables of income and price level could be correlated, leading to problems of endogeneity. Studies should be carried out in other regions using larger sample sizes and qualitative variables such as immigration policies and migrants’ perception and other quantitative variables like income-inequality, exchange rates and real interest rates.

CONCLUSION

The findings of this study suggest that environmental or economic factors do not play a big role in catalysing emigration as much as geographic proximity and price levels. The study also notes that there are insignificant intertemporal changes between the findings for the years 1990 and 2000 period. The changes are insignificant and hence, we believe that environmental factors may not be a key factor that influences migration decisions in this region. Based on the findings, it can be stated that emigration and immigration will not become significantly higher in the near future as the level of environmental degradation in this region is still manageable. Thus, this paper argues that this cannot be regarded as a pertinent “push” factor.

However, it must be noted that there is greater awareness of environmental issues among citizens and the possible direct or indirect impact of the state of environment. As the world becomes more inter-connected, environmental issues rank as one of the top national concerns for many countries. Thus, more research needs to be conducted to investigate the possible links between environmental factors and migration. Such research will also provide a more in-depth understanding of why people migrate in general.

Based on the findings of this study, we opine that it is fundamental for all governments to formulate policies and strategies to reduce the cost of living so that emigration levels especially among skilled workers and professionals are reduced. At the same time we should also take advantage of the possible economic pull factors and explore avenues to attract highly-skilled productive workers from abroad.
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The purpose of this study is to explore the long-run relationships and short-run dynamic interactions between environmental degradation (proxied by carbon dioxide, CO2 emissions) and the independent variables of consumption (proxied by income level or gross domestic product, GDP per capita) and energy use in Malaysia over the period 1971 to 2008, using time-series analysis. The multivariate cointegration methodology is applied in this study to establish the possible causal relations between the variables concerned. The cointegration test and the vector error correction model display the evidence of a positive long-run relationship between consumption and environmental degradation while energy use is negatively related to environmental degradation. The long-term elasticity coefficients of the exploratory variables on environmental degradation display relationships that are theoretically grounded. There is evidence that consumption and energy use have a dominant influence in forecasting environmental degradation variance through further innovation analysis using variance decompositions. The study concludes with an examination of policy implications of the findings.
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INTRODUCTION

Globalisation has brought about changes in the production and consumption patterns in many societies, especially societies that are affluent. Nowadays, it is quite common to see an unlimited number of goods and wide ranging services being provided to consumers who are spoilt for choice. However, the overindulging behaviour of consumers and over-zealous conduct of producers, who are out to make the best out of the demands and maximise profits do come with attendant problems to our environment. In Ger’s view (1997: 112) the “consumption and production patterns of affluent countries are responsible for most transboundary problems, such as ozone layer depletion, ocean pollution, and chemicalization of the habitat.”

There is widespread concern that the current production and consumption patterns will have long-lasting effects on the environment such as global warming characterised by rising temperatures and drastic climatic changes. A recent analysis by Hansen and Karl (2013) of the National Aeronautics and Space Administration, and the National Oceanic and Atmospheric Administration respectively indicates that 2012 has been recorded as one of the ten hottest years in history based on average global temperatures. The effects of global warming can be devastating and heat waves, drought, ozone layer depletion, storms, floods and rising sea levels can cause massive economic damage to agriculture and infrastructure.

The past few decades have witnessed rapid economic growth especially in developing nations, such as China, India and Russia. Economic development is often associated with higher energy consumption. However, unsustainable energy consumption triggered by rapid development creates environmental problems. For instance, increased energy consumption for fuel production can cause the greenhouse effect, which can further lead to other environmental disasters. The main cause of such problems, especially global warming is carbon dioxide (CO2) emissions from the burning of fossil fuels (Davis and Caldeira, 2010). Hence, environmental problems such as global warming often affect the production of goods and services in a country or region. Additionally, unchecked consumer behaviour can also cause serious consequences to the environment and thus, many developing nations are concerned of the potential environmental damage that can be caused by incessant consumption spending.

Malaysia’s current rapid growth and globalised economy have resulted in a high level of consumption which could potentially damage the environment as there is a higher demand for fossil fuels namely, crude oil, natural gas and coal as a source of energy. As posited by Azlina and Nik Hashim (2012), fossil fuels are the main cause of greenhouse gas emission (GHG). This raises an important concern on whether we can maintain current consumption patterns without causing damage to our environment.

Based on the discussion above, this study attempts to investigate the long-term relationship between consumption (proxied by gross domestic product, GDP per capita), energy consumption and environmental degradation (proxied by CO2). The use of GDP per capita as a proxy for consumption stems from various macroeconomic models which maintain that private consumption for all nations is the main component of the GDP. At lower levels of income, the tendency to consume rises and therefore, it is safe to assume that for most nations, GDP is an accurate proxy for consumption.

Studies that have investigated the relationship between CO2 emissions, income and energy consumption had reported conflicting results. This could be due to differences in the approaches and testing procedures that were employed. The approaches that are generally used in studies of this nature are simple log-linear models estimated by ordinary least squares (OLS), time-series analysis, cross-sectional analysis and panel data analysis.

This study attempts to investigate the dynamics of consumption, energy use and environmental degradation in Malaysia over a period of 38 years from 1971 to 2008. Two time series graphs for the data on pollution (proxied by CO2) and consumption (proxied by GDP) are shown in Figures 1 and 2 respectively. It can be seen that, as far as pollution and consumption are concerned, an upward trend exists over time. Figure 3, on the other hand, indicates that pollution has a direct link with levels of consumption, indicating the adequacy of using a linear specification. This concurs with Kuznets’ hypothesis, which posits that the initial stages of economic growth are often marked by an increase in pollution levels. This study also uses the Vector Error Correction Model to analyse the impact of consumption expenditure on the environment. The results of the unit root tests show that all variables are non-stationary in levels, and stationary in first differences. The Johansen and Juselius (1990) cointegration analysis shows evidence of cointegration among the tested variables.
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Figure 1: Time-series chart for pollution.
Source: World Bank (2012).







[image: art]

Figure 2: Time-series chart for consumption.
Source: World Bank (2012).
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Figure 3: Scatter plot for pollution-consumption.
Source: World Bank (2012).



This study has some similarities with Ang (2008) who analysed data that covered 28 years from 1971 to 1999. In this study, we analysed data from a longer period of time, covering an additional nine years from 2000 to 2008. This augurs well for this study as there was a significant rise in carbon emission during this period as indicated in Figure 1. As clarified earlier, the increase in pollution levels can be attributed to the country’s fast-paced development in the beginning this century, made worse by environment-hazard practices such as open burning. In addition, this study also examines the impact of consumption and energy use on pollution and the dynamic properties of the system through the generalised variance decomposition analysis to display the explanatory power or relative importance of each variable in accounting for fluctuations in other variables which Ang’s (2008) study did not cover.

LITERATURE REVIEW

Scholars have claimed that globalisation has brought an onslaught of materialistic goods and services to consumers. The assertion by Ozanne, Hill and Wright (1998: 185) exemplifies this observation “Open any glossy magazine, and see pictures of sumptuous foods, beautiful people, glamorous fashions, and possessions too many to mention. Turn to any television channel, and an unending series of consumption images pulse before the eyes.” The main problem with the continued increase in consumption is the damage it causes to the global environmental.

Many parties such as marketers, advertisers and the mass media have all contributed to the development of a generation of consumers with materialistic attitudes and desires and a ferocious appetite for branded goods. Hence, we can note that consumers from emerging economies are emulating western consumption patterns, fuelled by expensive advertisement and promotion blitz by multinational corporations (MNC) that market well-known global brands. It appears that the purchasing decisions of present-day consumers are often dictated by status-consciousness and brand loyalty and hence consumers, on the whole, do not realise that MNCs’ revenues frequently exceed the GDP of entire countries. The MNCs wield ample economic power that is used to “force” governments of less developed and developing countries to allow profitable business ventures, at the expense of the environment.

Among the studies that have investigated the impact of consumption on environmental degradation are Jorgenson (2003), Adrangi, Dhanda and Hill (2004), Brulle and Young (2007), and Peters et al. (2007). Findings of these studies draw our attention to the possible fact that our uncontrolled and continued use of resources would eventually cause a scarcity of resources that will mark the beginning of the collapse of modern societies.

Many scholars (such as Dasgupta et al., 2002; Yandle, Vijayaraghavan and Bhattarai, 2002; Song, Zheng and Tong, 2008; Lean and Smyth, 2010; Shahbaz, Lean and Shabbir, 2012) have concurred with Kuznets’ theory, which states that as income increases in the initial stages of economic growth, pollution also rises. In essence, there is an inverted U-shaped relationship between pollution and per capita income.

Behnaz, Jamalludin and Saidatulakmal (2012) who utilised the Auto Regressive Distributed Lag (ARDL) methodology found the Environmental Kuznets Curve (EKC) hypothesis applicable to the Malaysian setting. Similarly, Tiwari, Shahbaz and Hye (2013), in their study on the role of coal consumption in India using the ARDL methodology, concur with the EKC hypothesis findings of previous studies.

There have also been many studies that have tested the nexus of output-energy and output-environmental degradation. Chebbi (2009) found that CO2 emissions and energy consumption are positively related in the long run. This is supported by the results of a study by Mouez and Zaghdoud (2010) in Tunisia, which has many similarities with Malaysia. It is difficult to pinpoint whether energy consumption drives economic growth or the other way around, as both can be simultaneously determined. Bidirectional co-integration effects were found between total energy consumption and economic performance (Belke, Dobnik and Dreger, 2011; Loganathan and Thirunaukarasu, 2010).

Several studies (such as Kraft and Kraft, 1978; Al-Iriani, 2006; Huang, Hwang and Yang, 2008; Ang, 2008) indicate that there is causality from economic growth to energy consumption growth. Others such as Lee and Chang (2008) who studied 16 Asian countries; Narayan and Smyth (2008) who covered the G-7 countries and Apergis and Payne (2009) who researched 6 Central American countries, argue that causality ran from energy consumption to economic growth. Chandran and Chor (2013) used granger causality test and found evidence of a bidirectional causality between economic growth and coal consumption in China for both the short and long-run. However, as far as India is concerned, only a unidirectional Granger causality existed and it ran from economic growth to coal consumption.

Studies have shown that greater usage of energy leads to higher volumes of pollutants. Ang (2008) indicated that pollution and energy use were positively related to output in the long-run, while Nemat (1994) and Holtz-Eakin and Selden (1995) found that pollutant emissions were increasing monotonically with income levels. In a study done on the ASEAN-5 economies, Lean and Smyth (2010) confirmed the existence of a non-linear relationship between emissions and real output, consistent with the EKC.

The assumption that the governments in developing countries are equally committed and effective in controlling pollution further justifies Kuznets’ inverted U income-pollution relationship. There is a general consensus that institutions in developing countries are weaker and more prone to graft than in developed countries. As such, the corrupt behaviour of authorities may, among other things, result in the approval of projects that are not environmentally friendly. This has been established in Lopez and Mitra’s study (2000), which showed pollution levels have been observed to be above the ordinary levels due to corrupt behaviour.

In terms of efficiency of energy consumption, it is interesting to note that some countries able to keep their CO2 emissions at proportionately lower levels although their level of consumption is high. In a study covering the Middle East and North Africa, Ramanathan (2005) discovered that countries had varying degrees of emission efficiency as a result of the differences in terms of the size of its operating scale. Besides the GDP size, the severity of emission is also driven by how well the countries manage usage efficiency. This begs the question of whether a long-term relationship exists between energy use and the level of consumption or national income. The most appropriate test to determine this would be to explore this relationship amongst major oil producing countries as conducted by Sari and Soytas (2008) who found that cointegration between the variables occurred only for Saudi Arabia whereas none was found in other major oil producing countries (Indonesia, Algeria, Nigeria and Venezuela). As evidenced in the literature, the link between consumption and environmental degradation is inconclusive and as such, there is ample room for further research in this areas to acquire a greater understanding of the output-energy and output-environmental degradation nexus.

DATA AND METHODOLOGY

Data

Annual time series data of the variables of carbon emissions (CO2), gross domestic product per capita (GDPC) and energy use (EC) from 1971 to 2008 was used for Malaysia. The data was obtained from the World Development Indicator, to examine the influence of consumption and energy use on environmental degradation.

Environmental degradation is proxied by carbon emission (CO2) data, while consumption is proxied by GDPC. The use of GDPC as a proxy for consumption is supported by the findings of Adrangi, Dhanda and Hill (2004) on the accuracy of GDPC as a proxy for consumption.

Model Specification

The model for CO2 emissions is written in the following form:
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where CO2 is CO2 emissions (metric tons per capita), GDP is real GDP per capita (constant LCU) and EC is energy use (kg of oil equivalent per capita).

Methodology

The augmented Dickey-fuller (ADF) and Phillips-Perron (PP) unit root tests were used to test for stationarity. Thereafter, the maximum likelihood approach to cointegration test developed by Johansen (1988) and Johansen and Juselius (1990) or better known as the JJ Cointegration Test was used. It provides information pertaining to whether the set of non-stationary variables under consideration is tied together by the long-run equilibrium path. In denoting X as a vector of the variables under study, the JJ test is based on the following vector error correction (VECM) representation:
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where α is an n × 1 vector of constant terms, Γi (i = 1, 2,.., p) and Π are n × n matrices of coefficients, p is the optimal lag order and n is the number of variables in the model. The JJ test is based on determining the rank of Π, which depends on the number of its characteristics root (eigenvalue) that differ from zero.

As the purpose of this study is to determine the causal direction between the variables in question, the following vector error correction models (VECM) are estimated as:
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where ecmt−1 is the lagged residual from the cointegration between yt and xt in level. Granger (1988) points out that based on Equation (2), the null hypothesis that xt does not Granger cause yt is rejected not only if the coefficients on the xt−j, are jointly significantly different from zero, but also if the coefficient on ecmt−1 is significant.

The study also applies the multivariate cointegration methodology of Johansen (1988) and Johansen and Juselius (1990) to establish the possible causal relations between environmental degradation and the variables of consumption and energy use. The cointegration test and the vector error correction model are used to find out whether there is evidence of long-run relationships between environmental degradation and the variables of consumption and energy use.

The study further investigates the dynamic properties of the system through the generalised variance decomposition analysis based on the unrestricted VAR model, to establish whether or not the consumption and energy use display explanatory power in forecasting environmental degradation variance. In Tiwari’s (2011) analysis, the structural VAR approach indicates that consumption of renewal energy source increases GDP and decreases CO2 emissions. A positive shock on GDP was found to have a very high positive impact on the CO2 emissions.


This study has also drawn ideas from Loganathan and Thirunaukarasu (2010) who used a combination of OLS-EG, DOLS, ARDL and ECM to identify the short-run elasticity between total energy consumption and economic performance for Malaysia. Belke, Dobnik and Dreger (2011) insights gained through their effort to distinguish the effects of the national and international developments as drivers of the long-run relationship are also pertinent to this study.

This study hopes to extend the existing literature by using econometric modelling with VECM and variance decomposition approaches to identify the short-run and long run relationship between consumption and environmental degradation through CO2 emissions.

DISCUSSION OF FINDINGS

The econometric findings are discussed in this section, starting with the results of the Unit Root test, followed by the discussions of the results of Johansen’s Cointegration Test. Thereafter, the Vector Error Correction model results are analysed and finally, the results of the further innovation analysis using Variance Decomposition is presented.

Unit Root Test Results (Order of Integration)

Since time series data was used, certain appropriate preliminary analysis was conducted. The first step needed was to validate the presence of Equation (2). If Equation (2) was found to be present, the next step would be to estimate the long-run relation as shown in Equation (2) by employing the Johansen-Juselius approach and the Vector Error Correction Model (VECM). The ADF and PP Unit Root tests were performed on a 38 years period data i.e. from 1971 to 2008 to check whether the three variables in equation (1) were stationary in level or in first-difference. The results of this test are shown in Table 1. The constant without trend and the constant, linear trend specification were included in this test equation. The lag length used is represented in the brackets as shown in Table 1. The order of integration of the relevant variables was determined prior to performing a cointegration test as only integrated variables of the same order could be co-integrated. The test for unit roots in the variables of the system was calculated through the Augmented Dickey-Fuller (ADF) test and further supported by the Phillips-Perron (PP) test as shown in Table 1 for both level and first-differenced series. Table 1 confirms the stationarity of the variables when they are first-differenced, that is, all variables used in this time series are I(1).


Table 1: ADF and PP Unit Root Tests



	LEVEL

	ADF

	PP




	Constant without trend

	Constant with trend

	Constant without trend

	Constant with trend




	LCO2
	–1.674452 (0)

	–4.379551 (0)

	–1.507568 [1]

	–4.702793 [4]***




	LGDP
	–1.365293 (0)

	–2.184544 (0)

	–1.330345 [2]

	–2.397939 [3]




	LEC
	–0.933340 (1)

	–2.665706 (0)

	–0.730847 [8]

	–2.621410 [1]





 



	1ST
DIFFERENCE

	ADF

	PP




	Constant without trend

	Constant with trend

	Constant without trend

	Constant with trend




	LCO2
	–13.37548 (0) ***

	–13.12915 (0)***

	–13.37548 [0]***

	–13.12915 [1]***




	LGDP
	–5.041948 (0)***

	–5.064201 (0)***

	–4.998868 [2]***

	–5.023425 [2]***




	LEC
	–7.470421 (0)***

	–7.425852 (0)***

	–7.699403 [5]***

	–8.383731 [7]***





Note: *** and ** denotes significant at 1% and 5% significance level, respectively. The figure in parenthesis (…) represents optimum lag length selected based on Schwatz Info Criterion. The figure in bracket […] represents the Bandwidth used in the Phillips-Perron test selected based on Newey-West Bandwidth criterion.

Johansen-Juselius Cointegration Test Results

The Johansen-Juselius Cointegration Test was performed using non-correlated errors as the lag selection criterion. Since all variables in this time series are I(1), there is a likelihood of an equilibrium relationship between them. The cointegration test of Johansen (1988) and Johansen-Juselius (1990) was applied to investigate the presence of a long-run equilibrium relationship among the variables in study. Table 2 estimates the number of long run relationships that exist between environmental degradation (proxied by CO2 emissions) and it determinants comprising consumer behaviour (proxied by GDP per capita) and energy consumption (EC). After performing the Johansen Cointegration Test, the Vector Error-correction Model (VECM) was estimated and the optimal lag length was obtained. A model with the optimum lag of 1 was chosen based on the Ljung-Box-Q statistics as the error terms of all equations in the system were found to be serially uncorrelated.

The results in Table 2 show that both the trace statistics as well as the maximum-eigenvalue statistics indicate the presence of a unique cointegrating vector at 1% level. Therefore, the empirical results suggest the presence of a long run cointegration relationship between environmental degradation (proxied by CO2 emissions) and its determinants comprising of consumer behaviour (proxied by GDP per capita) and EC.


Table 2: Results from Johansen’s Cointegration Test: Unrestricted Cointegration Rank Test (Trace and Maximum Eigenvalue)



	NULL

	Test statistics

	Critical value (5%)




	Trace

	Max eigenvalue

	Trace

	Max eigenvalue




	r = 0
	44.98541***

	38.00977***

	29.79707

	21.13162




	r ≤ 1
	6.975635

	6.599763

	15.49471

	14.26460




	r ≤ 2
	0.375872

	0.375872

	3.841466

	3.841466





Note: *** denote significance at 1%. This table shows the results from Johansen’s Cointegration Test for both Trace and Maximum Eigenvalue which shows the presence of cointegration for this system of variables.

Vector Error-Correction Model (VECM)

The vector error-correction model is used to capture the long-run equilibrium dynamics in the time series. Since there is evidence of cointegration, the dynamic relationships between the cointegrated variables can be studied using an error-correction model.

The cointegrating vector (normalised on the CO2 emissions) representing the long-run relationship (with lag 1) is shown as follows:

[image: art]

The coefficients found in the normalised cointegrating vector in Equation (2) are long-term elasticity measures because the variables have undergone logarithmic transformation. Equation (2) shows that both LNGDP and LNEC are at 1% significance level. In the long run, there seems to be a positive and significant relationship between consumption (proxied by real GDP per capita) and environmental degradation (proxied by CO2 emission), while energy consumption has a negative and significant impact on environmental degradation in Malaysia.

The positive relationship between consumption (proxied by real GDP per capita) and environmental degradation (proxied by CO2 emission) are consistent with the empirical evidence of Tucker (1995); Adrangi, Dhanda and Hill, (2004); and Halicioglu (2009).

It is interesting to note that energy consumption in Malaysia has a negative relationship with CO2 emissions. While this result contradicts with the findings of Ang (2007; 2009) and Jalil and Mahmud (2009), it is believed that when there is improved energy efficiency, this is likely to reduce CO2 emissions as shown in our results. The plausible explanation for this puzzling relationship is the existence of safer patterns of production and consumption that does not pollute as much as before. Aside from this, national and global environment policies and cooperation between governments have provided a stronger push for improved energy efficiency and cleaner environment. Such policies include the imposition of green taxes on pollutants and subsidies for green companies, encouraging the use and further development of more sustainable energy technologies. It must also be noted that the estimated coefficients of the cointegrating vector shown above only represents the long-term relationship that exists and does not reflect the short-term dynamics that these variables could possibly share. In order to study the short-term dynamic relationships amongst the variables, the variance decompositions are generated based on the unrestricted VAR model.

Variance Decomposition

The study also investigated the dynamic properties of the system through the generalised variance decomposition analysis, which is presented and discussed in this subsection. The variance decomposition displays the explanatory power or relative importance of each variable in accounting for fluctuations in other variables. The study illustrates the contribution of the regressors in forecasting the variance of environmental degradation and of each other. Table 3 represents the results of the generalised variance decomposition at different time periods: one year (short term), five to eight years (medium to long term).

It can be seen that the bulk of the variations in the CO2 emissions is attributed to its own variations. Even after 10 years, almost 98% of the variation in CO2 emissions is explained by its own shock implying that it is relatively exogenous to other variables. However, it is imperative to note the insignificant role played by energy consumption and GDP per capita in forecasting the variance of CO2 emissions. It can be seen that over the longer time horizon (10 years), energy consumption forecasts only approximately 1.632% of the variance of CO2 emissions, whereas GDP per capita innovations do not seem to generate much fluctuation in CO2 emissions.

Table 3 also shows that energy consumption is the most explained variable because almost 81% of its variance has been explained by innovations in the other variables. Almost 74% of variances in GDP per capita are explained by shocks in the other two variables. The results also point towards the dominant role of CO2 emissions in generating fluctuations on GDP per capita. Any shocks to GDP per capita significantly impacted the forecast error variances of energy consumption in Malaysia.


Table 3: Generalised variance decomposition



	Variance Decomposition of LCO2:



	Period
	S.E.
	LCO2
	LGDP
	LEC



	1
	0.148904
	100.0000
	0.000000
	0.000000



	2
	0.186621
	93.15505
	1.387680
	5.457271



	3
	0.243952
	94.02599
	1.003965
	4.970046



	4
	0.286730
	95.50663
	0.797338
	3.696031



	5
	0.325127
	96.36135
	0.694202
	2.944449



	6
	0.360702
	96.62497
	0.856901
	2.518132



	7
	0.396582
	96.97993
	0.811031
	2.209035



	8
	0.428891
	97.29177
	0.746070
	1.962158



	9
	0.458727
	97.49114
	0.728629
	1.780236



	10
	0.487122
	97.64514
	0.723122
	1.631741



	Variance Decomposition of LGDP:



	Period
	S.E.
	LCO2
	LGDP
	LEC



	1
	0.032161
	20.80555
	79.19445
	0.000000



	2
	0.050891
	46.03050
	53.69089
	0.278614



	3
	0.067982
	61.01589
	37.27972
	1.704392



	4
	0.082363
	63.83988
	34.05952
	2.100596



	5
	0.097031
	65.66329
	32.18501
	2.151708



	6
	0.110382
	67.89408
	29.81029
	2.295635



	7
	0.122429
	69.26755
	28.30694
	2.425509



	8
	0.133643
	69.99500
	27.51093
	2.494077



	9
	0.144233
	70.65558
	26.79839
	2.546030



	10
	0.154127
	71.20781
	26.19514
	2.597055



	Variance Decomposition of LEC:



	Period
	S.E.
	LCO2
	LGDP
	LEC



	1
	0.061736
	3.242883
	33.39232
	63.36479



	2
	0.079407
	6.805471
	52.48888
	40.70565



	3
	0.095836
	13.11201
	56.81340
	30.07459



	4
	0.105316
	18.06007
	55.83147
	26.10846



	5
	0.115450
	20.60377
	54.68971
	24.70652



	6
	0.125366
	21.76098
	55.18784
	23.05119



	7
	0.135328
	23.11005
	55.30318
	21.58678



	8
	0.144149
	24.37182
	55.17886
	20.44932



	9
	0.152485
	25.33855
	55.04344
	19.61801



	10
	0.160409
	26.06753
	54.97949
	18.95298



	Cholesky Ordering: LCO2 LGDP LEC




Note: Table 3 represents the results of the generalised variance decomposition ion at different time periods: 1 month, 6 months, 1 year (short term), 18 months and 2 years (medium to long term).

POLICY IMPLICATIONS

The findings of this study have important implications on issues related to sustainable development in the country. In essence, the government must put into place regulatory measures to stringently enforce green laws that will reduce carbon emission. The empirical evidence gathered in this study postulates that higher consumption is positively associated with worsening environmental degradation in the long run. Therefore, it is important for policy makers to take cognizance that higher consumption and income level inevitably leads to deteriorating environmental conditions. Therefore, policymakers should implement policies focusing on sustainable environmental management rather than attempt to reduce environmental degradation through legal regulation and restrictive taxation. In other words, environmental regulation shall not come at the expense of higher national income.

The most effective way to achieve the best of both worlds is via education. People in developed countries tend to have greater environmental awareness due to better education and subsequent awareness on the effects of human activities on the environment. Malaysian authorities must take the cue from developed nations to incorporate environmental education in the school curriculum. Additionally, technology, such as the state-of-art waste management systems should also be utilised to curb environmental degradation.

The rise in environmental degradation may only be confined to certain sectors of the economy. As such, imposing a blanket approach in taxation on all sectors in order to deter carbon emission may not be outright effective. Disaggregation of data on environmental degradation should be sector-based as the sectors that inflict greater environmental damage should be taxed more than those that do not inflict as much damage. This selective approach may deter the “culprits” and coerce them to undertake measures that will reduce pollution whilst the cleaner sectors will justifiably be rewarded for the efforts taken. However, the disaggregated data may not be easily available and the collection process may be time-consuming.


It is also hoped that the Malaysian government, in its hope to achieve a sustainable “high-income nation” status, further implements and extends green policies that will assist in achieving its vision of developed status in 2020. One step towards this would be for Malaysia’s transition to become a circular economy. If the Malaysian government is serious about the environment and decides to pursue sustainable development goals, then the first step would be to significantly reduce energy consumption, especially coal, and accelerate the proportion of use of renewable energy.

CONCLUSION

This study explored whether environmental degradation (proxied by CO2 emissions) in Malaysia could be explained by consumption (proxied by GDP per capita) and energy consumption. The study employed vector error-correction model to gather empirical evidence to support the notion that environmental degradation is cointegrated with a pair of independent variables; namely, GDP per capita and energy consumption. The empirical results suggest the presence of long-run equilibrium relations between these variables and environmental degradation. The results lend evidence on the existence of a positive relationship between environmental degradation and consumption and a negative relationship between environmental degradation and energy use.

The short-term dynamic relationships that exist amongst the variables were also analysed, by generating variance decompositions based on the unrestricted VAR model. The generalised variance decomposition analysis demonstrates the dominant influence of environmental degradation and energy consumption on the consumption variance in Malaysia. The results also show evidence of the dominant role of environmental degradation in generating fluctuations on consumption. On the other hand, shocks in consumption significantly impact the forecast error variances of energy consumption in Malaysia.

Based on the findings, it can be concluded that consumption patterns have caused a negative impact on the environmental in Malaysia. The findings of this study offer an insight into the damaging impact of uncontrolled consumerist lifestyle on the environment. Hence, understanding the key drivers behind Malaysia’s growing consumption and its associated CO2 emissions is critical for the development of its climate policies in the future.

The study has some limitations that can be addressed in future research on the area. Firstly, it only investigates the relationship between two independent variables and environmental degradation in Malaysia. Additional work can be done on data from different countries, include other important economic variables and/or utilise monthly data for its analysis.
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Institutional support such as social and financial assistance play vital role in helping the poor deal with poverty. Nevertheless, institutions are often criticised for its delayed delivery and weak monitoring of programs. This study attempts to investigate the role of institutions in helping farmers deal with their vulnerabilities to poverty. A structured socio-economic questionnaire from a three-round panel survey undertaken at 6-month interval targeting the farmers in Kelantan and Terengganu, Malaysia is employed. The institution support is investigated in various areas that include effects on amount of production sold, head-count of cows, head-count of sheep and goats, head-count of hens and ducks, food storage and valuable things, savings and finally on farmers vulnerabilities. Results of the study indicate that institutions are inactive in providing assistance and support to farmers. Often, assistance is provided after an occurrence of a shock. Incidentally, the assistance provided does not reach all farmers, partly due to asymmetric information on the availability of the assistance or that farmers are not selected for the assistance. In most occasions, assistance is just not available to the farmers.
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INTRODUCTION

Farmers’ vulnerability to poverty is a complex phenomenon and the many overlapping factors contributing to the level of vulnerabilities include natural disasters, lack of entitlements and poor risk management strategies. Given the increasing global attention on the issue of farmers’ vulnerability, there is an urgent need to help them respond to different types of risks.

Institutional support has been acknowledged as one of the crucial determinants to people’s vulnerability to poverty. Institutional support is support and aids provided by different bodies, such as government agencies and non-government organisations (NGOs). It also includes sets of rules, processes or practices that prescribe behavioural roles for actors, constrain activity, and shape expectations (Keohane, 1988). Institutional capacity refers to various social support associated with donors, such as authorities, communities, groups and individuals. Social support is assistance people received from institutions, communities, groups and individuals. The assistance is in the form of tangible elements, such as financial aids or intangible components, such as emotional help (Langford et al., 1997). The issue of institutional capacity is complex, because NGOs, international development partners and governments are frequently criticised for weak monitoring and evaluation of the impact of support programs to farmers.

Vulnerability is characterised by the attributes of persons, groups or communities with which threats and uncertainties, like climate change, natural disasters and other idiosyncratic risks are managed (Wolf, 2011; Sonwa et al., 2012; Berrang-Ford et al., 2012; Cinner et al., 2012; Turner, 2010). Christiaensen and Subbarao (2001) view vulnerability as the ex-ante potential of a decline in the future well-being or ex-ante probability of falling below the poverty line in a given society and at a given time. The term is also used in association with the inability of households, groups and communities to respond to risks through consumption level (Glewwe and Hall, 1998; Dercon and Krishnan, 2000) and failure to access expected utility (Ligon and Schechter, 2003) or in terms of the probability that a household has in becoming poor (Chaudhuri, Jalan and Suryahadi, 2002; Pritchett, Suryahadi and Sumarto, 2000).

This study attempts to investigate how institutional support helps Malaysian farmers to deal with their vulnerabilities. The study will attempt to achieve this objective by seeking answers to the following questions:


	How programs and aids, which institutions provide to rural farmers to build their capacities, help them to overcome their vulnerability to poverty?

	Do rural farmers have access to these programs?

	Do these programs have a high impact to reduce the vulnerabilities of rural farmers?


INSTITUTIONAL SUPPORT AND POVERTY ALLEVIATION

Governments and NGOs often have programs aimed at building farmers’ resilience. Studies such as Lawson, Gordon and Schluchter (2012) have indicated that such programs normally have a positive impact on the households’ well-being and consequently reduce their vulnerability to poverty. This was also observed by Hinton and Earnest (2010) who carried out an ethnographic and interpretive qualitative fieldwork study with 70 women in the Wosera District, East Sepik Province of Papua New Guinea. They concluded that social support and integration through social network programs had provided opportunities for social engagement and accessibility to resources and material goods to these women. Similarly, the qualitative analytical study on household and institutional levels conducted in El Salvador by Wamsler (2007) reveals that social housing organisations and micro-finance institutions (MFIs) have the potential to provide a powerful platform to support disaster risk management. Thus, social support can play a protective role as they provide services and assistance that might lessen and weaken the impact of various risks and threats. In cases where communities face covariate risks or other kinds of risks such as natural disasters, the government via its social support programs can act as a provider of basic needs to poor households so that they can better respond to such risks.

By providing farmers with access to various facilities, programs, and tangible and intangible support, they are able to respond adequately to the different kinds of risks that they encounter (Khandker, 2012; Fazey et al., 2010; Ramirez-Villegas et al., 2012; Fernández-Giménez, Batkhishig and Batbuyan, 2012; Cheng and Tao, 2010; Lybbert and Sumner, 2012). However, such interventions will only be effective if they empower farmers to manage the risks well enough to minimise the negative effects. According to Tubi, Fischhendler and Feitelson (2012) the positive effect of adaptive capacity can be seen when the capacity to cope with unfavourable events or risks increases.

Premchander (2003), who conducted a cross-sectional analysis on more than 90 countries asserts that NGOs, on the whole, were found to lead structural reforms by establishing specialised micro-financing institutions. In view of this, it can be argued that it is viable for people at risk to engage in investments that can increase their income which will subsequently strengthen their risk-management capacity. Chowdhury and Mukhopadhaya (2012) who utilised a mixed method approach with both an exploratory factor analysis and individual confirmatory factor analysis (CFA) found out that NGOs play a significant role in enhancing people livelihoods, especially in the social aspects of their well-being1 even in situations where governments are already providing aid to them.

The value of adaptive capacity of states and institutions has been espoused by Baudoin, Sanchez and Fandohan (2013) who opine that farmers can deal better with risks if they have adequate institutional support. Similarly, Mcguire and Sperling (2008) who conducted a study on 399 farmers stress that institutions need to support farmers as co-strategists for interventions to be effective against vulnerability.

Some studies have looked into the benefits that farmers gain as a result of financial or educational programs by NGOs or government institutions. For instance, Ahsan (2005) who investigated the impact of health, family planning and education program of NGOs on poverty reduction in Bangladesh argues that these programs had improved their standard of living and children’s educational level, which eventually reduced their vulnerability to poverty. Likewise, Walker et al. (2009) argue that education plays an important role in vulnerability reduction because education affirms democratic values, such as human dignity, equality and freedom in people.

Other studies that have investigated the role of institutions in minimising the effects of risks and shocks on the rural poor include Garikipati (2008); Hailey and James (2003); International Strategy for Disaster Reduction (2008); Premchander (2003); Bastiaensen, De Herdt and D’exelle (2005); Francis (2002); Barrett, Lee and Mcpeak (2005); Benson, Twigg and Myers (2001); Adger (2000); Eakin (2005).

Premchander (2003) studied the issue of poverty reduction among women in India and discovers that institutions are best placed to empower people as they have the greatest potential to meet the needs of the poor appropriately and effectively. Hailey and James (2003) who focused on capacity building programs agree that community groups, NGOs and other civil society organisations are the well-positioned to help the poor tackle poverty, ill health, environmental degradation, social injustice and also to mitigate the after-effects of social conflicts and disasters. However, institutions cannot effectively empower poor farmers to respond to risks if they are weak and not resilient (Firman et al., 2011; Dalziell and McManus, 2004).

Researchers have also noted that interventions can sometimes be counterproductive and lead farmers to be more vulnerable. For instance, Bonnin and Turner (2011) found out that some agricultural programs have resulted in new food insecurities and vulnerabilities among rural communities in Vietnam. They, thus, suggest that government authorities need to understand how ethnic groups in Vietnam behave, view and interpret these programs to maximise the anticipated benefits.

Sun et al. (2011) studied the impact of government aid using a set of geographical and household characteristics as variables and noted that only a relatively small number of households had average revenue below the poverty line after receiving government post-disaster subsidies. However, these households still had a high probability of moving back into poverty in the future. Chhotray and Few (2012), who adopted a qualitative research analysis in India, found that the combination of risks, poor grassroots adaptive capacity, and weak institutional support deeply undermines recovery from an impoverished state. Their findings raise some interesting questions that should be investigated for a more in-depth understanding of the relationship that exist between institutions, farmers and communities. Among the questions that need answers are: what makes institutional capacity weak, what are the factors that determine or affect their (institutions) resilience, do institutions lead farmers to fall into poverty traps, and if this is so, how does it happen.

Many studies have showcased the importance of institutions on farmers’ well-being but they also posit that there are major constraints that hinder vulnerability reduction. For instance, chronically poor farmers may fail to gain access to NGOs and other institutions, such as CBOs (Community Based Organizations) if they have no access to land, financial and political institutions, assets and education.

Thorp, Stewart and Heyer (2005) argue that land is an essential asset for participation in agricultural cooperatives. Hence, inaccessibility to land may be constraining force for the moderate poor while excluding the chronic poor from such initiatives. Also, inadequate accessibility to networks reduces the opportunities to obtain sufficient information that will provide farmers with new avenues to generate income and improve their well-being. This finding is supported by Premchander’s (2003) study on micro-financing institutions for poverty reduction in India which reveals that cooperatives have recorded both success and failure in their efforts.

On the whole, available literature on vulnerability reduction efforts by institutions provides a clear understanding of the link between farmers’ coping strategies, government policies and institutions such as NGOs. However, there is still limited understanding on the role of institutions and other resource actors and their position in reducing households’ vulnerability (Miller, 2008).

METHODOLOGY

Data

Data were collected from a three-round panel survey undertaken at 6-month intervals to allow the measurement of seasonal variation in behaviour and outcome, and to balance both cross-sectional and time series requirements of panel data. The first round was conducted in December 2010 where 460 questionnaires were distributed to the respondents. The second round in June 2011 could only be conducted with 386 respondents as the others were not reachable. The researchers decided not to follow up with those left out after several attempts to reach them did not succeed. The third round was conducted in January 2012 where 328 questionnaires were administered. From these 328 questionnaires, only 301 were considered valid and used in the analysis.

Variable Measurement

Vulnerability to poverty

This study employed the method used by Chaudhuri (2003) and Chaudhuri, Jalan and Suryahadi (2002). They had used the Vulnerability as Expected Poverty (VEP) as the main variable. VEP is defined as the probability level that farmers may face in falling back into poverty in the future.


Therefore, the vulnerability of farmer i at time t can be written as:

[image: art]

where [image: art] is the per capita income of farmer i at t+1 time and PLI is the poverty line income.

It is assumed that farmer’s per capita income is a function, in general, of farmer’s capacities (assets), idiosyncratic and covariate risks that it experiences, its abilities to cope with and manage these risks and institutional supports. By assuming that per capita income is log-normally distributed, therefore farmer i’s per capita income can be expressed as follows:

[image: art]

while:
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where [image: art] is the future normal log of per capita income, with θijt representing the unobserved permanent earning determinant as well as the transitory component of earnings (Bourguignon, Goh and Kim, 2004). Aijt represents farmers’ capacities (assets) of farmer i in cohort j at time t, CRijt represents farmers’ coping strategies and RMSijt represents farmers’ risk management strategies. CRijt represents the covariate risks that farmers are exposed to and IRijt represents the idiosyncratic risks that farmers are exposed to. Next, ISijt represents the institutional supports. τo, βk, γ1, δm, ∂n, αf are the vectors of parameters.

Accordingly, we assume that the residual term θijt follows an autoregressive process AR(1) (Bourguignon, Goh and Kim, 2004):

[image: art]

where ϵijt is the innovation in earnings and is supposed to have a variance [image: art]

As the repeated cross-sectional data are available for periods t = 1, 2, and 3; and the sample is representative of the whole population in each period, therefore, the sample of individuals belonging to each cohort j is observed in each period. It is thus possible to follow cohort j over time (Bourguignon, Goh and Kim, 2004). If observations are well-specified and done in adequate time; which is technically three cross-sections data allowing the estimated Equation 2 (Bourguignon, Goh and Kim, 2004), then the estimated [image: art] and [image: art] will have the expected signs and magnitude, that is, [image: art] and [image: art] for all t.

Some assumptions are necessary for estimating the future per capita income. The first assumption is that the innovation term is distributed as normal as with mean 0 and variance [image: art], so that earnings are distributed as a lognormal variable, conditional on individual Χijt. The second assumption is that some predictions of future individual characteristics [image: art] might have to be assumed as being stationary. The same applies to future earning coefficients [image: art] and the variance of the innovation [image: art]. In both cases, the simplest assumption is that the parameters are stationary (Bourguignon, Goh and Kim, 2004).

Under preceding assumptions, and denoting θijt, the estimated residual of the earning Equation 2 in period t, the probability of earning less than a poverty threshold PLI at time t+1, conditional on characteristics of period t is given by:

[image: art]

with ϕ being the cumulative log-normal distribution function.

The farmer with a VEP greater than, or equal to, 0.5 is considered to have not put an end to his or her state of poverty and therefore will be considered as vulnerable to poverty (Chaudhuri, Jalan, and Suryahadi, 2002).

In Malaysia a household is considered poor if its income is less than his own PLI, that is, he lacks the resources to meet the basic needs of his family members. A household is also considered poor if the per capita income is less than the PLI (which is RM194 per month per capita) (Economic Planning Unit, 2010).


Institutional capacity

An institution can be any NGOs, government bodies, international organisations, community-based organisations and social service organisations that are motivated to meet the needs of the most disadvantaged people in the society, either through direct services to them or through indirect services to other voluntary groups (Bhose, 2003). The role of these institutions is to provide a variety of support to disadvantaged individuals, farmers and groups such as health, education, and training and to provide resources that would strengthen the capacities of those individuals, farmers and groups such as assets. In this study, farmers were asked to indicate, from a given list, the programs that they have had access to within the last six months and state how the programs would benefit them. They also had to indicate the reasons why they were not given access to some of the programs.

Farmers capacity

Farmers’ capacity is measured as the total set of assets that farmers own or have access to. An asset is identified as a stock of financial, human, natural, physical or social resources that can be acquired, developed, improved and transferred across generations. It generates flows or consumption, as well as additional stock (Moser, 2006).

RESULTS

This section analyses the impact of the institutional assistance on farmers’ capacities (assets) as well as the impact of institutional support on farmer vulnerability. Farmers were asked to indicate the institutional assistance that they have received from various institutions. Institutional assistance is measured in terms of the accessibility to various services provided by institutions to farmers. This assistance includes access to farm mechanics, marketing, employment, irrigation, weather information and financial aids.

If farmers have access to the market, employment, irrigation and weather information, then the variables are coded as “1”. If farmers do not have access to the aforementioned services then the variables are coded as “0”. Financial aid is measured as the amount in RM1,000 that farmers received from the institutions. The linear regression model for the panel data analysis was used to determine how institutions can contribute to build farmers’ capacities measured by variables such as the increase in the amount of the production sold, managed land, head counts of cows, sheep, goats, hens and ducks, food storage and valuable things, and savings.


In order to facilitate interpretation of the results, the dependent variables were measured using the Log function. In this study, we used Ad hoc solutions, which add small positive numbers to all zeros (Shepherd, 2008). The Hausman test was used to identify the appropriate method (mixed effect or random effect) for the analysis of data and it revealed that the fixed effect method is the most appropriate for the analysis and was consequently used in this study.

Effect of Institutional Assistance on the Amount of Production Sold

Table 1 illustrates the impact of institutional assistance on the amount of the production sold. The examination of the results (Table 1) discloses that the model is significant (F = 4.91, p = 0.0001). The model explanatory power value is equal to 0.645 which indicates that 64.5% of the model is explained by the predictors. Among six variables in the model, there are three significant variables at 5% level of significance namely access to farm mechanics (t = 1.940, p = 0.050), access to market (t = 4.510, p = 0.000) and access to financial resources (t = 2.690, p = 0.007). The results displayed in Table 1 reveals that if farmers get access to the farm mechanics then the amount of production sold would increase by 30.55% and if farmers get access to the market, then the amount of production sold would increase by 124.4%. There will also be an increase in the amount of production sold by 80.51% for any additional RM1,000 received from institutions. Other variables such as access to employment, irrigation and weather information are not statistically significant in increasing the amount of production sold even at 10% level of significance.


Table 1: The effect of institutional assistance on the amount of production sold



	
	Coef.
	Std. Err.

	t

	P > t




	Constant
	6.7078***
	0.0911

	73.6200

	0.000




	Access to farm mechanics
	0.2666**
	0.1376

	1.9400

	0.053




	Access to market
	0.8083***
	0.1793

	4.5100

	0.000




	Access to employment
	–0.1382
	0.2117

	–0.6500

	0.514




	Access to irrigation
	–0.1696
	0.3068

	–0.5500

	0.581




	Access to weather information
	0.1736
	0.3130

	0.5500

	0.579




	Access to financial aids (RM1,000)
	0.8051***
	0.2997

	2.6900

	0.007




	R-sq = 0.645   F-Statistic = 4.91
	Prob > F = 0.0001




 

Table 2 demonstrates the influence of institutional assistance on farmers’ skills in the management of lands. The results (Table 2) indicate that the model is significant (F = 9.84, p = 0.0001). The coefficient determination (R2) is equal to 0.680. This means that 68% of the model is explained by the selected variables. Two out of five variables in the model are found to be statistically significant at 5% level of significance namely access to farm mechanics (t = 2.130, p = 0.034), access to the market (t = 6.190, p = 0.000). Meanwhile, there are three variables which are statistically significant but only at 10% level of significance namely access to employment (t = –1.790, p = 0.074), access to weather information (t = 1.830, p = 0.068) and access to financial resources (t = 1.680, p = 0.094).


Table 2: The effect of institutional assistance on the size of land managed



	
	Coef.
	Std. Err.

	t

	P > t




	Constant
	0.618***
	0.031

	19.730

	0.000




	Access to farm mechanics
	0.150**
	0.070

	2.130

	0.034




	Access to market
	0.383***
	0.062

	6.190

	0.000




	Access to employment
	–0.083*
	0.046

	–1.790

	0.074




	Access to irrigation
	–0.026
	0.104

	–0.240

	0.807




	Access to weather information
	0.185*
	0.101

	1.830

	0.068




	Access to financial aids (RM1,000)
	0.167*
	0.099

	1.680

	0.094




	R-sq = 0.680    F-Statistic = 9.84
	Prob > F = 0.0001




 

In the meantime, access to irrigation (t = –0.240, p = 0.870) is not statistically significant in increasing farmers land management even at 10% level of significance. The results reveal that when farmers gain access to all the following: farm mechanics, marketing, weather information, and financial aids (for an additional RM1,000), then their managed land would have increased by 16.18%, 46.66%, 20.32% and 16.7%, respectively. Meanwhile, if farmers gained access to employment then their managed land would decrease by 7.96%.

Effect of Institutional Assistance on Head of Cows

Table 3 depicts the results of the impact of institutional assistance on farmers’ head-count of cows. The analysis indicates that the model is significant with F-ratio equal to 3.39 and probability p = 0.0027. The determination coefficient (R2) is equal to 0.600. This reveals that 60% of the model is explained by the selected variables.

There are two variables in the model that are statistically significant at 5% level of significance namely access to market (t = 2.910, p = 0.004) and access to weather information (t = 2.170, p = 0.030). The results reveal that farmers who had access to the market and weather information increased the head of counts of cows by 13.42% and 17.82%, respectively. In the meantime, there are three variables that are statistically insignificant even at 10% level of significance namely access to employment (t = 0.210, p = 0.836), access to irrigation (t = 0.050, p = 0.964) and access to financial resources (t = 1.100, p = 0.272).


Table 3: The effect of institutional assistance on the head-count of cows



	
	Coef.
	Std. Err.

	t

	P > t




	Constant
	0.153***
	0.022

	6.930

	0.000




	Access to market
	0.126***
	0.043

	2.910

	0.004




	Access to employment
	0.011
	0.051

	0.210

	0.836




	Access to irrigation
	0.003
	0.074

	0.050

	0.964




	Access to weather information
	0.164**
	0.076

	2.170

	0.030




	Access to financial aids (RM1,000)
	0.080
	0.072

	1.100

	0.272




	R-sq = 0.600    F-Statistic = 3.39
	Prob > F = 0.0027




Effect of Institutional Assistance on Head of Sheep and Goats

Table 4 illustrates the results of the effect of institutional assistance on farmers’ head-count of sheep and goats. The results (Table 4) indicate that the model is significant at 1% level of significance (F = 6.11, p = 0.001). The explanatory power (R2) is equal to 0.680. This indicates that 68% of the model is explained by the selected predictors.


Table 4: The effect of the institutions assistance on the head-count of sheep and goats



	
	Coef.
	Std. Err.

	t

	P > t




	Constant
	0.153***
	0.028

	5.550

	0.000




	Access to market
	0.091*
	0.054

	1.690

	0.092




	Access to employment
	–0.030
	0.064

	–0.470

	0.641




	Access to irrigation
	–0.023
	0.093

	–0.250

	0.803




	Access to weather information
	0.506***
	0.095

	5.340

	0.000




	Access to financial aids (RM1,000)
	0.069
	0.091

	0.760

	0.450




	R-sq = 0.680 F-Statistic = 6.11
	Prob > F = 0.0001




 

Only access to weather information (t = 5.340, p = 0.000) is statistically significant at 5% level of significance. By contrast, access to the market (t = 1.690, p = 0.092) is found to be significant only at 10% level of significance. The analysis shows that if farmers had access to the market and weather information, then the sheep and goat count would increase by 9.52% and 65.86 respectively. Other variables such as access to employment (t = –0.470, p = 0.641), access to irrigation (t = –0.250, p = 0.803) and access to financial aids (t = 0.760, p = 0.450) are statistically insignificant even at 10% level of significance.


Effect of Institutional Assistance on Head-count of Hens and Ducks

Table 5 shows the results of the impact of institutional assistance on the head count of hens and ducks. The analysis shows that the model is significant with the F-ratio equal to 7.48 and probability p = 0.0001. The coefficient of the determination (R2) is equal to 0.608. This reveals that 60.8% of the model is explained by the selected variables.

There is only one variable in the model which is statistically significant at 5% level of significance namely access to the market (t = 2.500, p = 0.013). The results also indicate that when farmers gained access to the market, their hens and ducks would have increased by 7.03%. Contrastingly, there are four variables found to be statistically insignificant even at 10% level of significance namely access to employment (t = –1.390, p = 0.166), access to irrigation (t = –0.600, p = 0.549), access to weather information (t = –1.200, p = 0.232) and access to financial resources (t = 1.630, p = 0.103).


Table 5: The effect of institutional assistance on hens and ducks



	
	Coef.
	Std. Err.

	t

	P > t




	Constant
	2.667***
	0.014

	186.720

	0.000




	Access to market
	0.068**
	0.027

	2.500

	0.013




	Access to employment
	–0.045
	0.033

	–1.390

	0.166




	Access to irrigation
	–0.028
	0.047

	–0.600

	0.549




	Access to weather information
	–0.058
	0.049

	–1.200

	0.232




	Access to financial aids (RM1,000)
	0.077
	0.047

	1.630

	0.103




	R-sq = 0.608 F-Statistic = 7.48
	Prob > F = 0.0001




Effect of Institutional Assistance on Food Storage and Valuable Things

Table 6 demonstrates the effect of institutional assistance on farmers’ food storage and valuable things. The results (Table 6) indicate that the model is significant (F = 9.91, p = 0.000). The coefficient determination (R2) is equal to 0.604. This means that 60.4% of the model are explained by the selected variables. One out of five variables in the model is found to be statistically significant at 1% level of significance namely access to the market (t = 3.040, p = 0.002). However, there is only one variable found to be statistically significant but only at 5% level of significance namely access to employment (t = 2.290, p = 0.022). Also, the access to weather information (t = 1.710, p = 0.088) and access to financial resources (t = 1.650, p = 0.100) are statistically significant but only at 10% level of significance.


Table 6: The effect of institutional assistance on food storage and valuable things



	
	Coef.
	Std. Err.

	t

	P > t




	Constant
	5.151***
	0.050

	102.370

	0.000




	Access to market
	0.289***
	0.095

	3.040

	0.002




	Access to employment
	0.261**
	0.114

	2.290

	0.022




	Access to irrigation
	–0.245
	0.167

	–1.470

	0.141




	Access to weather information
	0.281*
	0.164

	1.710

	0.088




	Access to financial aids (RM1,000)
	0.263*
	0.160

	1.650

	0.100




	R-sq = 0.604 F-Statistic = 9.91
	Prob > F = 0.000




 

The results demonstrate further that when farmers had gained access to the market, employment, weather information and financial resources (for an additional RM1,000), then their food storage and valuable things would also increase by 33.5%, 29.82%, 32.44% and 26.3% respectively. Only their access to irrigation (t = –1.470, p = 0.141) is found to be statistically insignificant in increasing their food storage and valuable things even at 10% level of significance.

Effect of Institutional Assistance on Saving

Table 7 highlights the impact of institutional assistance on farmers’ savings. The results (Table 7) indicate that the model is significant (F = 20.28, p = 0.000). The coefficient determination (R2) is equal to 0.696 which means that 69.6% of the model is explained by the selected variables. None of the variables is found to be statistically significant. Access to the market (t = –0.240, p = 0.814), access to the irrigation (t = 0.050, p = 0.959) and access to financial resources (t = 0.090, p = 0.930) are statistically insignificant even at 10% level of significance.


Table 7: The effect of institutional assistance on savings



	
	Coef.
	Std. Err.

	t

	P > t




	Constant
	5.976***
	0.079

	75.170

	0.000




	Access to market
	0.174
	0.156

	1.120

	0.264




	Access to employment
	–0.058
	0.183

	–0.320

	0.750




	Access to irrigation
	0.014
	0.266

	0.050

	0.959




	Access to weather information
	–0.064
	0.273

	–0.240

	0.814




	Access to financial aids (RM1,000)
	0.023
	0.260

	0.090

	0.930




	R-sq = 0. 696 F-Statistic = 20.28
	Prob > F = 0.000





Effect of Institutional Assistance on their Vulnerabilities

Table 8 provides the summary of the results of the impact of institutional assistance on farmers’ vulnerabilities. The results illustrate that the regression model is significant (F = 4.27, p = 0.000). The coefficient of determination (R2) is equal to 0.613. This means that 61.3% of farmers’ vulnerability is explained by the selected predictors.


Table 8: Effect of institutional assistance on their vulnerabilities



	
	Coef.
	Std. Err.

	t

	P > t




	Cons
	0.363***
	0.081

	4.500

	0.000




	Access farm mechanics
	–0.664***
	0.118

	–5.620

	0.000




	Access to weather information
	–0.207
	0.311

	–0.670

	0.506




	Access to financial aids (RM1,000)
	–0.490**
	0.251

	–1.960

	0.050




	Access market
	–0.840***
	0.146

	–5.800

	0.000




	Access employment
	0.170**
	0.077

	2.203

	0.034




	Access irrigation
	0.122
	0.263

	0.460

	0.643




	R-sq = 0.613 F-Statistic = 4.27
	Prob > F = 0.0000




 

The results show that only three out of six types of institutional support are statistically significant at 5% level of significance namely access to farm mechanics (t = –5.620, p = 0.000), access to market (t = –5.800, p = 0000) and access to financial aids (t = –1.960, p = 0.050). The results show that farmers who get financial aid (for every RM1,000) would have their vulnerabilities decreased by 0.490. Also, farmers who can easily access the market can reduce their vulnerabilities by 0.568. Surprisingly, access to employment (t = 2.203, p = 0.034) is found to be significantly increasing farmers’ vulnerabilities. Other mechanisms of support such as access to weather information (t = –0.670, p = 0.506), and access to irrigation (t = –0.460, 0.643) are insignificant even at  10% level of significance.

DISCUSSION

This study has established that some programs and support that were provided to farmers were significant in reducing their vulnerabilities (Table 8). Nevertheless, on the whole the study has found that the respondents had access to only a limited number of programs. These programs were mostly the ones provided by government institutions and NGOs such as Farmers Organization’s Authority of Malaysia or Lembaga Pertubuhan Peladang (LPP); Malaysia Agricultural Research and Development Institute (MARDI) Terengganu; Tabung Ekonomi Kumpulan Usaha Niaga (TEKUN); Amanah Iktiar Malaysia (AIM); Poverty Eradication Foundation or Yayasan Basmi Kemiskinan (YBK). Additionally, they had also gained access to the Development Program for the Hardcore Poor or Program Pembangunan Rakyat Termiskin (PPRT); People’s Livelihood Development Scheme or Skim Pembangunan Kesejahteraan Rakyat (SPKR) and Integrated Rural Development Program for the isolated people or Program Sepadu Pembangunan Desa Terpencil (PSPDT). Some of the respondents were unable to access these programs because of lack of information.

According to the data collected from respondents who had no access to any programs, 68.28% said that they had not received any information on the programs, 18.65% knew about the program but were not selected while the remaining 11.56% could not participate because there were no such support programs for farmers in their area.

Access to financial aid, marketing and farm mechanics were the only programs that showed a significant effect on farmers’ vulnerability to poverty (Table 8). All these three kinds of access led to the increase in farmers’ assets such as the amount of production sold, size of managed land, the number of animals, food storage and valuable things and savings (Table 1 to Table 7). Farmers who received financial aids found good opportunity to accumulate and/or increase their assets’ capacity by purchasing necessary tools and equipment that are essential for their farming activities.

The lack or even the absence of financial resources propelled farmers to adopt strategies that could be detrimental to their well-being. For instance, some had resorted to selling their productive assets that would lead to permanent lower future consumption which in turn might affect their health condition as well. Therefore, it is crucial that poor farmers are given access to financial resources to stop them from adopting strategies that could exacerbate their well-being. As indicated in the findings, 33.66% of the farmers sold their productive assets while 33.88% collected and sold natural resources because they had not received any financial aid.

The findings also indicate that the majority of farmers who had access to financial resources and loans were farmers who owned bigger plots of land and those who were not classified as poor. Hence, this makes the effort to alleviate poverty and reduce vulnerability to poverty more difficult.

Bigger land area alongside easy access to the market, equipment and facilities will contribute to increased production and sale. This will enable these farmers to accumulate a considerable amount of savings and livestock and be well prepared for any uncertainties. The provision of physical and non-physical facilities and support such as access to new technologies and training on how to use these technologies, market and financial institutions are vital to ensure that rural communities are well prepared to cope with, and manage any eventualities. 


Although access to weather information helped farmers to increase food storage and valuable things (Table 6), this did not help them to reduce their vulnerability (Table 8). Weather information allowed farmers to manage against natural disasters such as floods. Floods can have severe economic consequences, yet weather information was not enough to reduce their vulnerability to the floods although they had equipped themselves with food stock, etc. This paper argues that merely providing farmers with weather information is insufficient unless they have the appropriate tools and knowledge to deal with natural disasters such as floods which will build their capacities to manage risks.

Access to employment increased the farmers’ food storage and valuable things (Table 6) but simultaneously, it also decreased the size of the managed land (Table 2). This has exposed them to a more vulnerable future. In some cases, they preferred to engage in off-farm activities which resulted in the unintentional neglect of their lands. Some had sold their lands or leased them. Even though access to employment had stabilised farmers’ revenues, it failed to safeguard farmers from being vulnerable. In fact it had driven them further into the poverty trap (Table 8), and this indicates that farmers who had access to employment had made decisions that will be detrimental to their well-being. Hence, this study argues that access to employment opportunities can significantly increase farmers’ vulnerabilities. Since most of the respondents have a relatively low level of formal education, they receive low wages. Compared to farmers who were involved in farming activities (in which they excelled), farmers who shifted to off-farm activities were found to be more vulnerable. Data also indicate that 62.5% of farmers who gained employment were found to be vulnerable, while only 37.5% of farmers who did not have permanent employment were found to be vulnerable. Access to employment could only be productive if farmers had a good education level that guaranteed reasonable wages.

Although various kinds of programs and aid were available to farming communities these were only made available after they are exposed to risks. For instance, both government and non-government institutions provide such aid only after the occurrence of disasters such as flooding. According to the findings, more than 78% of the respondents who received assistance have reported that they only received aid after such incidents. This also affirms the argument that institutions only provide information about weather conditions and possible calamities before they occur without any other form of assistance prior to the disaster.

Hence, farmers have to mainly rely on their own coping strategies rather than risk management strategies against severe threats. As most of the respondents were poor, their coping strategies in many cases drove them to vulnerability as discussed earlier. The higher the level of poverty, the more disastrous the strategies will be and as such, the more vulnerable the farmer is to chronic poverty. This claim is substantiated by the findings that the hard-core poor and poor farmers are most likely to adopt strategies that were a threat to their future livelihood. This explains why farmers’ risk management and coping strategies are disparaging to their livelihoods.

CONCLUSION

On the whole, it has been found that institutions and NGOs were less active in providing assistance and support to farmers. Instead of providing the necessary aid to farmers before risks occurred, institutions were active only afterwards. Some farmers could gain access to the assistance provided by these institutions while some others had not received any assistance due to several reasons. Some lacked reliable information, while others were not selected or there were no programs available in their areas. Access to farm mechanics, financial resources and market significantly contributed to farmers’ well-being as these resources increased their assets and strengthened their capacities, thus, securing them from falling into the poverty trap. Although access to employment could well stabilise farmers’ revenues, it had failed to safeguard farmers from being vulnerable and also falling into the poverty line in the future.

NOTE

1.      Social aspects of well-being is the access to information, loan, education, health and job, freedom of doing social, cultural, religious and political works, participation in society and politics and voting behaviour, decision at household and work place.
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Workers in the informal sector are known not to have a formal social security retirement scheme to protect them from the loss of income at old age. One of the reasons for this is the difficulty to regulate a common scheme for both the informal and the formal sectors in terms of contributions and benefits. As a result, most informal sector workers depend on informal schemes such as family support, personal savings and loans after their retirement which leaves them vulnerable to poverty. However, through the Employees Provident Fund (EPF) 1Malaysia Retirement Scheme, workers in the informal sector in Malaysia can now save for the future. This paper investigates the acceptance of 400 informal sector workers in Kuala Lumpur towards this scheme; covering three main kinds of workers i.e. service workers, shop and market sales workers; craft and related trade workers; and those in elementary occupations. Acceptance is measured under two situations: (1) perception on the role of old age protection and provident fund; and (2) willingness to contribute to the fund. A variety of contribution values ranging from a low RM10 to a high RM70 together with their expected returns were presented to the respondents. A logit model is employed to estimate the informal sectors workers willingness to contribute to the EPF. The mean value on the perception of old age program estimated by the study is above average. The study found that amount of contribution and savings behaviour of respondents statistically influenced their willingness to contribute in the EPF.

Keywords: provident fund, informal sector, acceptance to provident fund, logit model

INTRODUCTION

Social protection includes a wide range of programs that include social safety nets, social services, labour policies and insurance coverage. Regardless of the kind of programs implemented in a country, social protection plays a role to reduce poverty and social exclusion, in addition to being a guarantor for social justice and social cohesion1 (Frota, 2008). In fact, the main goal of social protection programs is to protect individuals from a fall from their current standard of living (Jutting, n.d.). Nevertheless, the problem that is faced in many developing countries is the low social protection coverage of its population (Frota, 2008). In Malaysia, a 2005 study indicates that approximately 30% of the working population was not covered by any social protection schemes (Ragayah, 2005). It was further estimated that the Employees Provident Fund (EPF)2 actively covers only 52% of the Malaysian labour force (Ramesh, 2005), leaving approximately 48% of the labour force unprotected by any formal social protection schemes.

The informal sector can include a wide range of workers outside the formal sector who can belong to a number of categories: those employed in small enterprises run by family members, owners of own businesses (self-employed), workers affected by the informalisation of labour relations with their employers, self-employed and those engaged in the primary sector (agriculture and fishery). The number of workers in the informal sector in 2012 was approximately 1.0 million people or approximately 8.2% of the total number of those under employment in 2012 (Department of Statistics, 2013).

One effective way to protect workers in the informal sector at old age is to require them to contribute to the current EPF. The running and operating of the fund for the informal sector workers should not be any different from that of the formal sector. The only difference would be the amount of contribution that is allocated by informal sector workers, as they seldom receive regular monthly incomes. The government has encouraged workers in the informal sector to voluntarily contribute to the EPF with a minimum contribution of RM50 per month. Nevertheless, this move did not receive the anticipated response and the government subsequently announced a new mechanism in 2010 labelled as the EPF’s 1Malaysia Retirement Scheme. The incentive includes government’s contribution of an equivalent of 5% of the total contribution and up to a maximum of RM60 per year. This incentive has been improved beginning 2014 with the government’s contribution raised to a maximum of RM120 per year until 2017. However, participation has been marginal with only 60,158 (6%) people participating in the scheme in 2013, (Borneo Post Online, 2013), leaving 94% of workers in the informal sector unprotected.

In relation to the above scenario, this paper investigates the acceptance of informal sector workers in Kuala Lumpur towards voluntary contribution to the EPF. Acceptance is measured under two situations: (1) perception on the role of old age protection and provident fund; and (2) factors influencing an individual’s willingness to contribute to the fund. It is important to understand the factors that influence a person’s willingness to contribute to the provident fund as it will provide information on whether such contributions can be sustained. Sustainability is important because accumulated benefits will only be adequate to finance retirement expenses if contributions are continuous. Moreover, understanding the factors affecting workers’ willingness to contribute to the provident fund can help policy makers formulate appropriate guidelines and policies to improve the livelihood and wellbeing of the workers in the informal sector.

A REVIEW ON THE OLD AGE PROTECTION SCHEMES FOR THE RURAL INFORMAL SECTOR

Designing a social security retirement program for the informal sector workers is not an easy task. Jenkins (1993) as cited in Van Ginneken (1999) asserts that the social security administration in most developing countries is unable to deal with the special circumstances of the self-employed and casual wage workers. For instance, it is difficult to facilitate collection of their contributions and maintain up-to-date and correct records as these groups of people often work intermittently and irregularly with no fixed income. Besides, casual wage workers also work with many different employers and as a result, it is very difficult to determine a replacement rate of income for them.

Some governments have attempted to integrate self-employed workers into the formal pension insurance programs but these efforts have met with limited success (Bailey and Van Ginneken, 1998). This is mainly due to the fact that many of the self-employed workers are not able or are not willing to contribute a significant percentage of their income to formal sector social insurance benefits that do not meet their immediate needs. In addition, the same scheme for both formal and informal sector can create problems if there is noncompliance by the informal sector workers. For example, in Malaysia, people who are self-employed are encouraged to contribute to the EPF, but have generally been unwilling to save for retirement through this channel. In Philippines, the government has made it compulsory for their self-employed workers to contribute to a pension scheme but the compliance rate is also very low.

While it is difficult to propose a general policy decision, Van Ginneken (1999) suggests that the priorities and contributory capacities of this group should range from a basic core of social protection obligatory for all persons to a more comprehensive provisions which would be optional but subject to certain tests of membership. China, for example, draws a clear distinction between mandatory pension schemes for urban workers and pension scheme for rural workers, which is supported by government and provides for voluntary participation for the workers in the informal sector. In addition, the contributions and pension benefits also vary between the two groups. Full implementation of the scheme is yet to go into full gear. South Korea makes an attempt to provide protection to self-employed people and low-wage workers in small businesses. Self-employed with fewer than 50 employees can choose to contribute to the fund of unemployment benefits for themselves while the government has subsidised social insurance premiums of the low-wage workers in small businesses (Ministry of Employment and Labor, 2012).

The Kerala state in India has been running the Welfare Fund Model of social security for informal sector workers since 1969. The scheme requires sustained collective action on the part of the workers and active participation of the state and is partially funded by the government, employers and employees (Kannan, 2002). Different funds were set up to suit different group of workers. For example, the Kerala Fishermen Welfare Fund (KFMWMF) covers all fishermen who are employed for wages in a fishing vessel or self-employed fishermen who are registered as members of Fishermen’s Welfare Society. The government provides a grant, which is twice the amount contributed by the workers. Employers provide 1% of the turnover, cooperative societies provide Rs.13 per month and employees contribute Rs.1 per month. Employees who contribute to the KFMWMF receives Rs.100 pension per month upon retirement at 58 years old.

Similarly, the Kerala Auto Rickshaw Workers Welfare Fund (KAURWWF) was set up for auto rickshaw workers, employed directly or indirectly by himself through self-employment. The scheme is a voluntary scheme and specifically targets rickshaw workers who are in the 28–58 years age group. Although there is no pension provision for members of KAURWWF a contributor can expect Rs.125,000 in gratuity if he/she has completed 40 years of service upon retirement.

In addition to formal schemes introduced by the government, many informal sector workers have also set up their own schemes that requires the pooling of resources based on the principles of insurance (Van Ginneken, 1999). Help is extended to those in need within the overall framework of certain basic regulatory conditions. The group or the community itself decides on the size and the source of members’ contributions and benefits. In addition, it is likely that local and community organisations such as local mutual organisations, grassroots non-governmental agencies and micro-credit organisations are the informal providers of social protection in the informal sector (Pellissery and Walker, 2007). In 2006, a micro pension scheme initiated by the micro finance bank, Self Employed Women Association (SEWA), was established in India to protect women working in the informal sectors. Minimum contribution rates range from Rs.50 per month to Rs.500 per year. Collections are facilitated by SEWA bank branches, extension counters and fieldworkers.


METHODOLOGY

Contingent Valuation Method

This study utilises the contingent valuation method (CVM) to estimate the willingness-to-contribute (WTC) of the informal sector’s workers in a provident fund, namely the EPF. CVM is known to be a standard approach in measuring the economic values of non-market goods. The use of CVM has been extensively used to value recreation resources, wildlife and environmentally-friendly goods. Its use has received a favourable response in valuing non-market public goods such as health insurance (see Asenso-Okyere et al., 1997; Dong et al., 2003; Binam, Onana and Nkelzok, 2004; Bärnighausen et al., 2007) and crop insurance (see Fraser, 1992; Akter et al., 2009; Kwadzo, Kuwarnu and Amadu, 2013).

Lee and Mjelde (2007: 513) state that “CVM basically ascertains from respondents what they would be willing-to-pay under hypothetical market scenarios”. In this study, we use the dichotomous choice contingent valuation method (DCCVM) to assess the informal sector’s workers’ attitude towards contributing to the EPF. It is vital to understand the amount of contribution that the workers in the informal sector are willing to pay because this has been cited as one of the reasons for the difficulty in designing an old age protection scheme for workers in the informal sector (see Jenkins, 1993; Van Ginneken, 1999). Single-bounded DCCVM is adopted, in which respondents are presented with a value of contribution or payment that they are allowed to accept or reject. It is commonly known that the single-bounded DCCVM is considered as free from bias with incentive compatibility although it provides less information as it is only one bound. The values of bid that are considered range between RM10 to RM704 and respondents are randomly presented with the contribution values.

The work of Asenso-Okyere et al. (1997) on the Willingness-to-Pay (WTP) on health insurance in Ghana identified that the demand for health insurance (of the informal sector) is a function of many variables; premium, other available premiums, income of participants, services offered, benefits available, current levels of health expenditures and socio-cultural factors. Based on this, we conclude that the decision to contribute to a provident fund (for the informal sector) is also a function of many variables; contribution rates, income of contributors, perception on the adequacy of benefits, enrolment in any old age program and some socio demographic variables. In addition, we also included two extra variables that are perception on the role of old age programs and savings for old age.

Survey and Questionnaire

This study was conducted in Kuala Lumpur covering three main categories of informal sector activities that are service workers, shop and market sales workers, craft and related trade workers and elementary occupations. The study interviewed 400 respondents covering the three major races in Malaysia (Malay, Chinese and Indian) face-to-face. A structured questionnaire divided into several parts was used for the study. Part A gathers information on the socio demographic profile of the respondents, Part B seeks information about savings, wealth, income and old age, Part C elicits information on contributions to the provident fund and Part D measures the perception of the respondents in regard to old age protection programs.

Prior to asking the respondents to decide on their preferred contribution in a provident fund, they were first briefed on the nature and operation of the fund. For every contribution rate presented, the respondents were informed about the expected return of the fund after one year of contribution with interest rate equals to 6%.

Perception on the Role of Old Age Program

Perception on the role of the old age program is measured based on 5-point Likert scale ranging from 1 for strongly disagree to 5 for strongly agree. The questions posed to the respondents to measure their perception on the role of old age program relates to the following issues:


	Old age program is a safety net for old age.

	Employees should contribute part of their salary (income) into an old age program.

	Monthly contribution into an old age program is not a burden.

	Return on investment from old age program is protected and guaranteed compared to returns from other investment schemes.


The perception is measured on two scales, one is based on mean values and the other is based on score. The mean value of each measurement should be more than 2.5 to ensure that the perception on the role of old age program is above average. Point rated by respondents for each question is added up to measure the score on the perception on the role of old age programs. The total point ranges from a minimum 4 to a maximum of 20. The score is a proxy for respondents’ acceptance level on the need or importance of an old age program. The higher the score, the higher is the respondents’ acceptance level.

Estimation

The analysis of the WTC into the EPF is estimated using a logistic probability model, taking the form as follows:


[image: art]

where Pi is the probability that an informal sector worker is WTC in the EPF, given Xi (the explanatory variables) are the parameters to be estimated. The log of the odds of the probability that an informal sector worker is WTC is given by:
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The dependent variable is a binary variable taking the value of 1 if respondent is WTC in the EPF and taking the value of 0 if respondent is not WTC in the EPF.

RESEARCH FINDINGS

Socio Demographic Profile of Respondents

Table 1 shows the socio demographic profile of the respondents. The number of male respondents is almost equal to the number of female respondents (49.3% and 50.7% respectively). The respondents between the age of 20 to 30 years old cover 60.5% of the total sample. Some of them have their own business while others are doing part time jobs to finance their educational expenses. Respondents between 31 and 50 years are less than 20% and the remaining three groups are less than 5%. Malay, Chinese and Indian respondents are at 49.3%, 39.8% and 10.8% respectively according to the population size. Married respondents are 45% while 55% are single. Respondents who have attended secondary school stand at 83.3%, while 12.8% had higher education and the remaining 3.5% had only attended primary school. A big majority of the respondents are currently not enrolled in any old age protection scheme. Only a small 28.2% is enrolled in the EPF. This is because they had worked in the private sector in the past. More than 76.5% of the respondents said that they were saving for their retirement. However, the study did not inquire on the amount of savings and where the money is saved. Therefore it could not be concluded whether the savings is adequate to fully or partially finance old age expenditure. Sadly, the mean value on the adequacy of benefits provided by the EPF is only 2.84 (out of 5), which is slightly above the average value of 2.5. This could be an indication that even if they contribute to the EPF, the benefits provided by the provident fund could still be inadequate to fully finance old age expenditure. Information on the respondents’ income was difficult to gather; about 239 of them did not report their average three months income. Out of the 161 who reported their income, the minimum income reported is RM350 and the maximum income reported is RM50,000 with an average 3-month income amounting to RM2,987.89.


Table 1: Socio demographic profile of respondents (in percentage)



	Characteristics
	Sample size = 400



	Gender



	
Male


	49.3



	
Female


	50.7



	Age (Years)



	
Less than 20


	4.0



	
20–30


	60.5



	
31–40


	17.8



	
41–50


	12.3



	
51–60


	4.8



	
More than 60


	0.8



	Race



	
Malay


	49.3



	
Chinese


	39.8



	
Indian


	10.8



	Marital Status



	
Married


	45.0



	
Single


	55.0



	Education



	
Primary education and informal education


	4.0



	
Secondary education


	83.3



	
Tertiary education


	12.8



	Current enrolment in any old age program



	
Yes


	28.2



	
No


	71.5



	Savings for old age



	
Yes


	76.5



	
No


	23.5



	Adequacy of benefits from the EPF



	
Mean value (out of 5)


	2.84



	Average income for three months



	
Minimum


	RM350.00



	
Maximum


	RM50,000.00



	
Mean


	RM2,987.89




Probability of “YES” to Contributions Amount Offered

The respondents were asked to comment on a total of seven contribution amounts. The number of “YES” and “NO” answers for each contribution amounts are as shown in Table 2. Table 2 indicates that the probability of answering “YES” to the contribution amounts increases as the contribution amounts increases. This situation is observed because respondents were informed of the accumulated savings at retirement given certain contributory age and contribution rates subject to certain rate of return declared. As this is a provident fund, in which savings are accumulated from the day contribution is received until it is withdrawn at retirement, higher contributions would mean higher returns (with a positive rate of return).


Table 2: Bid values and probability of a “YES” answer



	Bid values
	WTC

	Probability of “YES”




	Yes

	No




	10
	6

	74

	0.08




	20
	6

	74

	0.08




	30
	42

	38

	0.53




	40
	46

	34

	0.58




	50
	36

	44

	0.45




	60
	25

	55

	0.31




	70
	36

	44

	0.45





Perception on the Role of Old Age Program

Figure 1 shows the mean values on the score of the perception on the role of old age program. All the mean values of the perception are above average, an indicator of a good level of acceptance on each measured perception on the roles of old age program, particularly the provident fund. The mean value ranges from a minimum 3.65 (out of 5) for “Monthly contribution into an old age program is not a burden” to a maximum of 4.48 (out of 5) for “Old age program is a safety net for old age”.


In general, there is a high acceptance among the respondents that old age programs such as the provident fund is essential to ensure certain level of non-labour income and to smooth consumption during retirement. At the same time, there is a general consensus that old age programs should be a joint contribution between the employees and employer. This is a good indicator that the provident fund such as the EPF’s 1Malaysia Retirement Scheme is a good scheme for old age protection. Nevertheless, as many informal sector workers have no employers, the employer’s contribution essentially comes from the government. With almost 10% of the informal sector workers to the total employed workers in Malaysia, this could eventually hike up the financial burden of the government. Hence, informal sector workers need to be further informed that the responsibility of protecting their future in regard to securing retirement income eventually falls on the workers themselves. Results from this survey indicate that informal sector workers have almost a good acceptance level towards monthly contribution to old age programs. As the EPF’s 1Malaysia Retirement Scheme is under the administration of the EPF, it is well known to many, especially to the informal sector workers that the fund is protected and returns are guaranteed. With all the Acts in place and investment activities monitored by regulatory bodies and agencies, contributors are convinced of the safety of their contribution to the fund.
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Figure 1: Mean values on the score of the perception on the role of old age program.



When the total score is calculated, the score ranges from a minimum 8 point to a maximum of 20 points. The mean value of the score is 16.13 (out of 20), which is above average. This score is also an indication of good acceptance level on old age program.


Logistic Regression Estimation

Initially, logistic regression is tested with a complete model incorporating many variables such as contribution amounts, income, education level, perception on adequacy of EPF, gender, age, availability of personal savings and marital status. It was found that all the variables except contribution amounts are statistically insignificant in influencing informal sector workers to contribute in the EPF5. The model, however, passes the diagnostic test with significant likelihood ratio statistics. It could be concluded that socio demographic variables such as age, marital status, gender and education do not influence one’s decision to contribute to the EPF. Hence, the study only focused on the variables that are statistically significant in influencing the contributions to the EPF and found two statistically significant variables which are: contribution amounts and availability of personal savings and the following result as shown in Table 3 are obtained. The chi-square goodness of fit test of the model suggests a good fit of the model.

It can be concluded that what matters most is how much the informal sector workers have to contribute. Results in Table 3 indicate that the higher the contribution amounts the higher is the probability of contributing into the EPF. It is worth to reiterate that respondents are aware of the higher returns associated with higher contribution rates. Nevertheless, these results should be interpreted with caution. As the study limits the contribution amounts a maximum RM70, it is least likely that a contribution amount that is higher than RM70 would be preferred. Notably, the income from informal sectors is considerably small; hence, a large contribution amount would not be feasible to ensure continuous sustainability to the provident fund.

Results in Table 3 also indicate that if informal sector workers already have been saving for old age, the probability of contributing to the EPF is lower. In this regard, savings for old age is personal savings, put aside every month for future use, especially for retirement. Such results are common for a typical individual in such that one would reduce one’s own protection if one already knows that there is some form of protection available, regardless of how small that available protection is. What the study does not investigate is the amount of money put away each month. Given the nature of the informal sector, it is doubtful that the money that is kept aside is high. Hence, it is important that these personal savings are supplemented by a more formal scheme to guarantee old age protection.


Table 3: Results of logistic regression estimation
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CONTR = contribution amounts.
SAV = availability of savings for old age, taking dummy variables of 1 if workers have personal savings for old age and 0 of workers have no personal savings for old age.

CONCLUSION AND POLICY RECOMMENDATIONS

This paper has investigated the acceptance of the informal sector workers in Kuala Lumpur towards contribution to the EPF to protect them against loss of income at old age. It is commonly known all over the world that the informal sector workers are hardly protected by a formal old age schemes that provide them with a guaranteed income at old age. This is an alarming situation as informal sector workers do not have a fixed income. Hence, Malaysia encourages the informal sector workers, including the self-employed workers to voluntarily contribute to the EPF on a monthly basis at a contribution rate of RM50 per month.

Based on a 400 informal sector workers from a variety of sectors including service workers, shop and market sales workers; craft and related trade workers; elementary occupations, it was found that there is generally a positive response towards old age programs and provident funds. The study estimated a mean score (out of 5) of 3.65, 3.9, 4.11 and 4.48 for questions on “Monthly contribution into an old age program is not a burden“, “Return on investment from old age program is protected and guaranteed compared to returns from other investment schemes“, “Employees should contribute part of their salary (income) into an old age program” and “Old age program is a safety net for old age”.

Our logit estimation indicated that socio demographic elements such as age, gender, marital status and education level are not statistically significant in influencing the informal sector workers WTC in the EPF. The two variables found to be statistically significant were amount of contribution and saving behaviour. It was found that the higher the amount of contribution, the higher is the probability of WTC in the EPF and that if informal sector workers have some savings for old age, this will decrease the probability of WTC in the EPF.


The study provides a brief indicator that there is demand for provident fund for informal sector workers and that the probability of contributing to the EPF is highly influenced by the contribution rates. Hence, an ideal amount of contribution that could provide a generous amount of return needs to be presented to the informal sector workers. Although the study found a positive relationship between contribution amount and WTC in the EPF, the contribution amount must not be set at a very high rate because it may become unaffordable. Neither should the contribution rate be too low because the returns will be sufficient to finance old age expenditure.

At the same time, the performance and services of the EPF have to be reviewed to give a better impression not only to the informal sector workers but also to the general public. The study found that the mean value (out of total 5) of informal sector workers perception on adequacy of benefits from old age program (EPF) is just slightly above average, which is 2.84. These results could also be associated with the fact that the informal sector workers are not fully aware on the actual role of the EPF. More road shows must be organised and more communication channels should be set up to provide information on the role of the EPF and the importance of contributing to the EPF for old age protection to informal sector workers.
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NOTES

1.      Roles of social security reaffirmed at the International Labor Conference on Social Security in 2001 and the International Labor Conference on Informal Economy in 2002.

2.      Employees Provident Fund is a private workers retirement scheme program where employee and employer contribute to the fund, to be accumulated and withdrawn at retirement.

3.      100 Indian Rupee = 8.09 Malaysian Ringgit.

4.      The highest value of RM70 was decided based on the findings from the pilot study conducted earlier.

5.      Full estimation result of the initial model can be obtained from the authors.
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This paper studies the role of gold quoted in domestic currency as an inflation hedge in Malaysia from July 2001 to November 2011. Using the Malaysian monthly domestic gold and consumer price index (CPI), we examine the relationship between gold return and inflation in Malaysia via correlation coefficients and linear regression model. This paper finds no significant relationship between gold return and inflation, gold return and expected inflation and gold return with unexpected inflation, which led to the conclusion that domestic gold is not a good hedge against inflation in Malaysia. It is also not an excellent store of value over a relatively short period of time as it is unable to retain its sustainable purchasing power.

Keywords: gold, inflation, hedge, Malaysia

INTRODUCTION

There has been a spate of news on rising gold prices in the Malaysian media recently. News on surging gold prices often attracts people’s attention on the commodity as a profitable investment. After the burst of the dot-com bubble, many investors have started to invest in gold as a hedge against potential inflation risk. Although inflation has been historically low in Malaysia, investors have every reason to worry that flat wages and low interest rates would cause an extensive creation of bank deposit leading to inflation in the future. Inflation is likely to reduce purchasing power and real interest rates, and diminish the value of savings. In view of such a scenario, it is, thus, not surprising that the demand for gold is rising, including the demand for unlicensed gold trading schemes1. On the other hand, limited supply of the metal has also helped to accelerate the increase in the price of gold.

Despite its rapid increase in price, a cause of concern is whether gold is a good hedge against inflation risks. Researchers have often argued that gold is indeed a good inflation hedge over the long term (Ghosh et al., 2004; McCown and Zimmerman, 2006; Narayan, Narayan and Zheng, 2010; Worthington and Pahlavani, 2007) but researchers are still uncertain if the metal can maintain its value in the short-term. While there is a wide array of studies on the effectiveness of gold as a hedge against inflation in developed countries, no study has investigated the role of gold as a hedge against inflation in Malaysia. Furthermore most related studies only used a maximum of two proxies to investigate the anticipated inflation. There are no studies that had used multiple proxies of expected inflation, indicating that the empirical evidence on the gold-inflation relationship is still in its infancy. Past studies also combined bull and bear markets in their analyses (Blose, 2005; 2010; Jaffe, 1989; Larsen and McQueen, 1995) that could result in an inconsistent conclusion for the relationship.

This paper places its critical lens on Malaysia in light of the interest shown by Malaysian policymakers and investors on gold. For the record, Malaysia became the 12th country to issue its own gold bullion known as Kijang Emas produced by the Royal Mint of Malaysia in 17 July 2001. Kijang Emas has a gold purity of 999.9 millesimal fineness and the coins come in denominations of RM200, RM100 and RM50, which are nominal face values, and weighs 1 troy ounce, ½ troy ounces and ¼ troy ounces, respectively. The Royal Mint also issued the gold dinar in 2003 and Kelantan gold dinar in 2008. With on-going inflation, the strength of gold price presents a strong motivation to empirically test the ability of this precious metal as a hedge against inflation.

LITERATURE REVIEW

The economic and financial literatures have yielded a large number of in-depth studies relating to the critical functions of gold in economy, which can be separated into four main categories. The first category is studies on the impact of macroeconomic news on gold price such as Ariovich (1983), Cai, Cheung and Wong (2001), Christie-David, Chaudhry and Koch (2000), Dooley, Isard and Taylor (1995), Fortune (1987), Kutan and Aksoy (2004), Lucey, Tully and Poti (2006); Sherman (1982; 1983), Sjaastad and Scacciavillani (1996) and Wang and Lee (2011). The second category of research relates to investigation on the potential role of gold as a diversifier, hedge and safe haven from losses in financial markets (Baur and Lucey, 2010; Baur and McDermott, 2010; Ciner, Gurdgiev and Lucey, 2013; Mansor, 2012; Pullen, Benson and Faff, 2011). Another category of studies have been on the benefit of gold in portfolios (Barisheff, 2006; Blose, 1996; Chua, Sick and Woodward, 1990; Ciner, 2001; Conover et al., 2007; Faff and Chan, 1998; Hillier, Draper and Faff, 2006; Hoang, 2011; Jaffe, 1989; Lucey, Tully and Poty, 2006; McDonald and Solnick, 1977; Michaud, Michaud and Pulvermacher, 2006; Ratner and Klein, 2008; Sherman, 1982; 1986; Smith, 2002; Tufano, 1998; Vandeloise and Wael, 1990; Wozniak, 2008). Finally the inflation hedge of gold has also received scholarly attention and can be further sub-divided into three sub-categories:



	Research on the long-run relationship between gold return and ex-post inflation (Adrangi, Chatrath and Raffiee, 2003; Baillie, 1989; Ghosh et al., 2004; Hoang, 2012; Lawrence, 2003; Mahdavi and Zhou, 1997; McCown and Zimmerman, 2006; Narayan, Narayan and Zheng, 2010; Pecchenino, 1992; Wang, Lee and Thi, 2011; Worthington and Pahlavani, 2007).

	Research on the short-run relationship between gold return and ex-post inflation rate (Ghosh et al., 2004; Hoang, 2012; Laurent, 1994; Taylor, 1998; Wang, Lee and Thi, 2011).

	Research on the relationship between gold return and expected inflation (Bhardwaj, Hamilton and Ameriks, 2011; Blose, 2005; 2010; Christie-David, Chaudhry and Koch, 2000; Chua and Woodward, 1982; Froot, 1995; Jaffe, 1989; Larsen and McQueen, 1995; Sherman, 1983).


The large volume of studies on gold as an inflation hedge has mainly been spurred by the steady rise in its price since the last decade. Generally, many academics and practitioners have argued that gold is an inflation hedge using ex-post inflation data from United States and United Kingdom such as Lipschitz and Otani (1977), Feldstein (1983), Koutsoyiannis (1983), Jaffe (1989), Pecchenino (1992), Laurent (1994), Taylor (1998), Ghosh et al. (2004), Ranson (2005), Levin and Wright (2006), Barisheff (2006), McCown and Zimmerman (2006), Michaud et al. (2006), Conover et al. (2007), Worthington and Pahlavani (2007), Dempster and Artigas (2010), Jastram and Leyland (2009), and Narayan, Narayan and Zheng (2010). In contrast, Brown and Howe (1987), Baillie (1989), and Tully and Lucey (2007) found that gold is unable to hedge against inflation in the said countries.

While there are substantial empirical evidences regarding the relationship between gold return and ex-post inflation, the relationship between gold return and expected inflation, particularly in an emerging market is still vague. The first theoretical basis for the relationship between ex-ante inflation and asset return was postulated by Fisher as far back as 1930. He claimed that the expected nominal asset return comprises expected return and expected inflation rate. In other words, when expected inflation rises, asset return will rise. Much later, Fama and Schwert (1977) tested the hedging effectiveness of treasury bills, government bonds, residential real estate, corporate bonds, labour income and common stocks against expected and unexpected inflations. They opined that private residential estates were the only form of investment that provided a complete hedge against expected and unexpected inflations.

Chua and Woodward (1982) investigated gold as a hedge against inflation in Canada, Germany, Japan, Switzerland, the United States and United Kingdom. They found that gold had not offered consistent protection against inflation to individuals since the inflation characteristics of the major industrialised countries differ considerably. With the exception of United States, gold is neither a complete nor partial hedge against domestic inflation. Using autoregressive model to estimate expected inflation rates, gold appears to be a perfect hedge against both expected and unexpected inflations in the United States but not in the other five countries.

Sherman (1983) estimated annual gold prices against unexpected inflation and found a significant positive relationship. Christie-David, Chaudhry and Koch (2000) investigated the effect of macroeconomics news releases on gold, establishing the fact that Consumer Price Index (CPI) has a significant effect on gold futures. Gold futures reaction to unexpected changes in CPI is significant in the 15-min time period following the announcement.

In contrast, some researchers have found contradictory results such as Froot (1995), Blose (2005), Blose (2010) and Bhardwaj, Hamilton and Ameriks (2011). Froot (1995) points out that gold is a weak hedge in the United States. Blose (2005), on the other hand, claims that there is a strong and significantly positive relationship between unexpected inflation rate and interest rate. Nevertheless, inflation rates and unexpected inflation rates cannot explain the return of gold. In another study by Blose (2010), expected inflation was seen to have no impact on gold prices, supporting the carrying cost hypothesis, where higher expected inflation will cause higher interest rate (known as the Fisher effect).

The study by Bhardwaj, Hamilton and Ameriks (2011) showed that returns of gold are insignificant with expected inflation and unexpected inflation. For investors with long-term goals, although return for gold is positively correlated with inflation, it is, nevertheless, statistically insignificant. Bhardwaj, Hamilton and Ameriks (2011) also draw our attention to the existence of gold standard in the United States that causes the correlation between gold returns and inflation to be complicated. USD is pegged to a fixed quantity of gold and hence inflation in United States is effectively defined as the change in the value of gold relative to a broad-based basket of goods. The gold standard also imposes restrictions on monetary policy that might have influenced the relationship between inflation and other asset-return dynamics.

Several studies found mixed evidences, for example, Jaffe (1989), and Larsen and McQueen (1995). Jaffe (1989) estimated gold returns on contemporaneous anticipated inflation using yield of one month Treasury bill and surprisingly found that the relationship is negative. On the other hand, empirical results for return on gold and unanticipated inflation show a significant positive relation. Jaffe (1989), subsequently, concluded that a short time interval within a 17-year period is the reason why gold is not a good hedge against inflation. Jastram (1977) found that gold does not effectively hedge yearly commodity price increase because it does not match commodity prices in their cyclical swings. Nevertheless, over the long-run, gold maintains its purchasing power due to the retrieval phenomenon, that is, gold prices do not chase after commodities. In Larsen and McQueen’s view (1995), the relationship between gold and unexpected inflation is weak based on their findings that the coefficient of unexpected inflation is significant and positive while F-statistic remains insignificant.

The findings postulated in previous studies have shown that effective hedge of gold against inflation and expected inflation is inconsistent and contradictory, suggesting that further studies are needed to shed more light on the issue. Moreover, many of the studies have caveats in terms of the limited (one or two only) proxies investigated for expected inflation.

In addition to Chua and Woodward (1982), Cai, Cheung and Wong (2001), Kutan and Aksoy (2004), Artigas (2010), Wang, Lee and Thi (2011) and Hoang (2012) had also investigated this area using different data sets. Cai, Cheung and Wong (2001) investigated the effects of macroeconomics announcements on the future gold prices in New York (Comex) from 1983 through 1997 with intra-day data. They found that announcements regarding inflation in the United States and Japan had significant impacts on the gold price. Wang, Lee and Thi (2011) found that gold was only partially effective in hedging against inflation in Japan in the long-run. In contrast, gold is able to hedge against inflation in the United States but not Japan in the periods of high momentum regimes.

Artigas (2010) found evidences that money supply growth has an impact on future gold performance. He demonstrated that changes in the United States money supply has the largest impact on the price of gold, while changes in money supply in countries where gold has a preeminent cultural role like India, is very important. Kutan and Aksoy (2004) argued that the Istanbul gold market does not serve as a hedge against inflation but is sensitive to development in real sector. They concluded that the traditional role of gold as a store of value in high-inflation countries like Turkey has disappeared with the development of alternative financial markets, such as the stock market. Recently, Hoang (2012) found that the correlation coefficients between gold return and inflation in the short-run are very low and insignificant while beta coefficients in the regression analysis are not significant. The study also identified that there are no cointegration between gold prices listed in Paris and French CPI.

In summary, the role of gold as an inflation hedge has been confirmed by most of the studies using gold quoted in London and New York where the price is in USD. At the same time, some studies have shown that the relationship between gold and inflation is not stable over time and is not significant in all countries (for instance, Japan, Turkey, and France), suggesting that the role of gold as a hedge against inflation is not always guaranteed.


METHODOLOGY AND DATA

Methodology

Most studies on the inflation hedging attributes of gold have followed the methodology of Fama and Schwert (1977). The form of regression that is used to determine if an asset is a hedge against inflation is:
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where, RG, t is gold return in time t, πt is ex-post inflation rate in time t and et is a disturbance term. β1 is the constant term, β2 is the hedging coefficient denotes how well gold investment can act as a hedge against inflation or the cross-price elasticity between gold return and inflation. If gold return is a perfect hedge against inflation, β2 should be equal to one. This is classified as a full Fisher relationship. If β2 is larger than one, the hedge is more than complete. Gold returns which provide an incomplete hedge or partial hedge will yield a β2 between zero and one. A negative β2 suggests that gold acts as a perverse hedge against inflation. Based on Equation (1), we further decompose inflation into expected and unexpected components. To this end, we adapt the framework used by Wurtzebach, Mueller and Machi (1991) by modifying Equation (1) as:
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where Eπt is expected inflation in time t and Uπt is unexpected inflation for time t. β2 and β3 are the hedging coefficients that denote how well gold investment can hedge against expected inflation and unexpected inflation, respectively. Gold is said to be a perfect hedge against expected inflation when β2 in Equation (2) equal to one. Equation (3) presents the model of disaggregating inflation into two components, the expected and unexpected inflations. Gold is a perfect hedge against unexpected inflation when β3 in Equation (3) equal to one. When β2 = β3 = 1, gold is said to provide a complete hedge against inflation.

Data

The selected period is from July 2001 to November 2011. The selling price of one troy ounce of Kijang Emas is used to represent domestic gold price while the domestic CPI is used to represent inflation rate. The selling price of Kijang Emas is based on the rate provided by the Central Bank of Malaysia while the CPI is derived from International Financial Statistics. Gold return and inflation rate were computed using continuous compounded return method. The descriptive statistics presented in Table 1 indicates that, on average, the return on gold is above the inflation rate while the mean return of gold is approximately 1.4% a month. Thus, gold exhibits more extreme values than inflation rate.


Table 1: Descriptive statistics
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Figure 1 and Figure 2 show the time series plot of both series in level and first-differenced forms, respectively. The graph also shows that the domestic gold price and CPI move concurrently in most years except in 2008. Obviously when gold price and CPI move in tandem, it is consistent with gold as a hedge against inflation. In contrast, the year 2008 is different because there was an opposite movement between the two prices.

While Figure 1 shows that gold price and CPI in Malaysia might display the same trend in the long-run, Figure 2 provides the possibility of different short-run adjustments between gold price and CPI. The domestic gold price had been on an upward surge particularly since 2008. The returns series appear in bunches rather than being evenly spaced over time.
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Figure 1: Gold price and CPI.
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Figure 2: Gold return and inflation rate.



EMPIRICAL RESULTS AND DISCUSSION

Forecasting Expected Inflation

We apply seven different models to forecast inflation.2 For AR model, one lag seems to be optimal since it provides the lowest Akaike Information Criterion (AIC) and Schwartz Information Criterion (SIC). For MA model, the lowest value is six for AIC and one for SIC. We found that AIC selects an ARMA (4,3), while SIC selects ARMA (1,0).

To compare the relative accuracy of the models, we compare two measures of predictive performance that is root mean square error (henceforth RMSE) and mean absolute error (henceforth MAE). As can be seen from Table 2, ARMA (4,3) model reports the lowest error and thus performs the best when compared to other models.3 Based on RMSE and MAE, it can be determined that all models perform better than the random walk model. From Figure 3, we can see that monthly inflation rate is volatile, especially in 2008. On the other hand, expected inflation rate based on ARMA (4,3) is less volatile, causing the unexpected inflation rate to be quite large, especially in 2008.


Table 2: Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) for in-sample forecasts



	Model
	RMSE
	MAE



	Random walk (Naive)
	0.5319
	0.3082



	AR (1)
	0.4308
	0.2277



	MA (1)
	0.4332
	0.2249



	MA (6)
	0.4108
	0.2264



	ARMA (4,3)
	0.4049
	0.2234



	Lag 1 inflation + Interest rate
	0.4306
	0.2281



	Interest rate
	0.4519
	0.2247



	Exponential smoothing
	0.4531
	0.2211
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Figure 3: Plot of ex-post inflation and expected inflation with ARMA (4,3).



Correlation Coefficient

Gold can be considered as an instrument to hedge against actual, expected and unexpected inflation if its return moves in the same direction as inflation. Therefore, the gold return is positively correlated against the three measurements of inflation. Table 3 shows that although the correlation coefficients are positive, it is very low and not significantly different from zero, suggesting that there is no correlation between gold return and the three inflation measures in Malaysia from 2001 to 2011.


Table 3: The correlation between gold return and inflation rate, expected inflation and unexpected inflation



	Inflation
	0.0544 (0.6017)



	Expected inflation
	0.0003 (0.0036)



	Unexpected inflation
	0.0691 (0.7520)




Notes: Values in parentheses are t-statistics. The unexpected inflation is calculated by subtracting the expected inflation from the actual inflation.

Estimated Regression: OLS Results

The OLS estimation results are reported in Table 4. We find that β2 in Model 1, Model 2 and Model 3 as well as β3 in Model 3 are positive but not significantly different from zero. The F-statistics are insignificant and R2 for all regressions are negligible. Wald statistics reject the null hypotheses, indicating that gold is not a perfect hedge against inflation, expected inflation as well as unexpected inflation. Ramsey Reset test shows there is no evidence of functional form misspecification.

Chow breakpoint test and Chow forecast test conclude that there is no evidence of parameter instability with respect to the break date. The results of CUSUM tests are graphed in Figure 4. As can be seen in Figure 4, the estimated coefficients are robust and exhibit remarkable stability. One the other hand, the plot of CUSUMSQ statistics in Figure 5 crosses the critical value line indicating some instability in gold return. Nonetheless, the issue does not seem to be too serious because the instability that was observed in the mid and late 2007 has vanished over time and after 2009, the plots of CUSUMSQ statistics are within the critical value bounds.


Table 4: OLS Estimation Results

[image: art]

Notes: Asterisk (***) and (**) denote that a test statistic is significant at the 1% and 5% significance level, respectively. Brackets, braces and parentheses contain t-statistics, probability and F-statistics, respectively.
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Figure 4: CUSUM Test Graph for Model 1, Model 2 and Model 3.
Note: The straight lines represent critical bounds at 5% significance level.
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Figure 5: CUSUMSQ Test Graph for Model 1, Model 2 and Model 3.
Note: The straight lines represent critical bounds at 5% significance level.



CONCLUSION

This study empirically investigated whether domestic gold can serve as a hedge against inflation, expected inflation and unexpected inflation in Malaysia using monthly data from July 2001 to November 2011. Since investors have to forecast inflation before making a decision whether or not to invest in gold, we started the analysis by building a model to forecast inflation rate. Then we looked at the relationship of inflation, expected inflation and unexpected inflation with gold returns via correlation and OLS regression. Although they are positively correlated and have positive beta, we found no significant evidences.

We conclude that domestic gold price makes it less viable for the metal to be used a hedge against inflation since there is no systematic relationship between the said variables over a shorter time frame. This indicates that gold as a hedge against inflation is not justified in Malaysia at least in the short-run. Although its value increases in times of crisis and can be used as a hoarding vehicle, gold is not a store of value in Malaysia. In addition, even if an investor has perfect foresight and knows that future inflation will be substantially different than market expectations, investors cannot set up a speculation strategy in the gold market that would profit from that information.

Inflation has the potential to erode the value of gold investment. Therefore, investors should hold a well-diversified portfolio such as stock, bond and property to earn sustainable returns and protections from inflation. Gold investors specifically can diversify their gold investment not only by purchasing physical gold, but also on gold exchange traded funds (ETF), gold mining stocks, gold futures and gold savings account to sustain their capital gains over time at a rate that exceeds inflation. Gold investment companies on the other hand should provide sustainable business models where the expansion of profit ought to be funded by mounting free cash flow to invite huge investment locally as well as globally.

NOTES

1.      Based on information and queries received, Central Bank of Malaysia has released a list of 103 illegal investment companies and websites which are neither authorised nor obtained the permission from the Controller of Foreign Exchange under the Exchange Control Act 1953. Out of 103 illegal investment companies, 27 companies are illegal gold investment company, where the business model is unsustainable. These companies’ operating schemes are not sustainable in providing the promised high returns nor would they be able to provide the buy back guarantee of gold, suspected of running a Ponzi scheme, taking deposit illegally, money laundering and tax evasion (Central Bank of Malaysia, 2013).

2.      The first model is the random walk without drift, which means that we use the inflation rate of the prior period as the inflation rate for the next period. The second model is an autoregressive model with p, or AR(p), can be expressed as: E(πt)=α+∅1πt−1+∅2πt−2+…+∅pπt−p+ut, where E(πt) is the expected inflation rate, πt−p is inflation p period back and ut is white noise disturbance term. A simple moving average, or MA(q) is the third model, which can be expressed as: E(πt)=α+ut + θ1ut−1 + θ2ut−2 + θqut−q. A moving average model is a linear combination of white noise process, so that E(πt) depends on the current and previous values of white noise disturbance term. Fourth model is an ARMA(p,q). The model could be written as: E(πt)=α+∅1πt−1+∅2πt−2 + … + ∅pπt−p + θ1ut−1 + θ2ut-2 + … + θqut-q+ut. For the fifth and sixth models, an interest rate is used. Fama (1975) argued that through nominal interest rates, information can be obtained about future inflation. Therefore, we use treasury bill, and since inflation is highly auto correlated, we also add inflation of lag 1 as follows: E(πt)=α+∅πt−1+ϑit−1+ut. where it−1 is the interest rate one period back. The sixth model only uses the interest rate as follows: E(πt)=α+ϑt−1+ut. Finally, the exponential smoothing that uses only a linear combination of the previous values of a series for modelling it and for generating forecasts of its future values. The equation for the model is: (πt)=ωπt+(1−ω)(πt−1), where ω is the smoothing constant, with 0 < ω < 1, πt is the current realised inflation and E(πt) is the current smoothed inflation.

3.      Expected monthly inflation averaged 0.50% (approximately 6% a year). Unanticipated inflation’s average is zero to the second decimal place, suggesting the measure of expected inflation is unbiased.
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This study examines the response of the Malaysian stock market on selected macroeconomic variables, namely industrial production, inflation, money supply (M1), interest rate and exchange rate over the period 1980:Q1 to 2011:Q3. By using the autoregressive distributed lag (ARDL) bounds test, this study documented the presence of a long-run relationship between share prices and economic activity. The long-run coefficients suggest that Malaysian share prices are influenced positively by money supply and interest rates, and negatively by inflation. The results from the error correction mechanism indicate that real returns are Granger caused by real money growth and real interest rates. When the exchange rate is included in the estimation, significant relationship has been observed and this implies that exchange rate fluctuations can cause movement in stock prices. This study reveals that the exchange rate is a proper determinant that has explanatory power over stock returns. From the policy perspective, the results suggest that, monetary policies aimed at stabilizing inflation can impact the stock market positively. Since the movement of stock market is highly elastic to inflation, the relationship needs to be taken into account in developing policy for the benefit of the Malaysian economy.

Keywords: stock market, macroeconomic variables, autoregressive distributed lag (ARDL) bounds test

INTRODUCTION

There has long been interest in using macroeconomic variables to make reliable predictions for stock markets, for instance, Chen, Roll and Ross (1986), Thornton (1993), Mukherjee and Naka (1995), Mansor (1999), Wong, Khan and Du (2006), Chen (2009), and Humpe and Macmillan (2009). According to Chen (2009), other than financial variables, macroeconomic variables such as interest-rate term structures, inflation rates and money supply are good indicators to make predictions on stock market movements because they affect future consumption and investment. Hence, these variables are commonly used to predict future economic events that may affect the stock market. If stock returns can be predicted by macroeconomic variables which are publicly available, then investment decisions can be made by utilising past macroeconomic information. This exploitable opportunity would benefit market participants in formulating market-timing strategies. From a researcher’s point of view, the relationship between stock prices and macroeconomic variables offers a viable research opportunity. The most common theory used in research aimed at exploring the linkage between macroeconomic variables and stock market returns is the Arbitrage Pricing Theory (APT) which posits that multiple risk factors can fully explain financial asset returns (Ross, 1976).

Earlier studies modelled short-run relationship based on APT theory. Generally, they showed that macroeconomic variables do indeed have a systematic effect on stock market returns (Chen, Roll and Ross, 1986; Schwert, 1990). On the other hand, recent study by Humpe and Macmillan (2009) associated stock price to future expected cash flows and future discount rate of the cash flows. This approach is known as discounted cash flow or Present Value Model (PVM) which postulates that the macroeconomic variables that influence future expected cash flows should be able to influence stock price as well. Hence, the PVM model is used to examine the long-run relationship between stock market and macroeconomic variables.

Macroeconomic variables selected to predict stock market movements often differ slightly across studies. Traditional macroeconomic variables that are often selected are interest rates, inflation rates, money supply and industrial production. However, Dornbusch and Fischer (1980) argued that the exchange rate is not a viable variable to explain stock market movement. Exchange rates affect the international competitiveness and trade position, real output of the country, and the current and future cash flows of companies, which can be inferred from the stock price movements. Similarly, Humpe and Macmillan (2009) opined that exchange rates only have limited influence on share prices and thus should not be included when predicting stock market movements. They reasoned that domestic economy is responsive to currency development. Thus the impact of foreign income due to exports measured in domestic currency will be reflected in the economy in the medium run. Solnik’s study (1987) also posited that exchange rate fluctuations do not have any significant impact over stock prices. On the contrary, Jorion (1990) found a moderate relationship between the stock returns of US multinational companies and the effective exchange rate of US dollar variables. Likewise, Roll (1992) also found a positive relationship between US stock prices and exchange rates. All these studies used the regression and correlation method.

With the availability of sophisticated econometric tools, Bahmani-Oskooee and Sohrabian (1992) who used the cointegration and Granger causality test found bidirectional causality in the short run, but no long-run relationship between the monthly values of S&P 500 index and US dollar effective exchange rate for the period of 1973–88. Nieh and Lee (2001) reported that there is no long-run significant relationship between stock prices and exchange rates in the G-7 countries, which is in tandem with the findings of Bahmani-Oskooee and Sohrabian (1992). Other notable studies on the cointegration and causality of macroeconomic variables and stock returns include Mansor (1999), Aisyah, Noor Zahirah and Fauziah Hanim (2009), and Rasiah (2010).

Moving on to the local scenario, the capitalisation of the Malaysian stock market has expanded and reached RM1.285 trillion. The average trading activity also rose in 2011 with a daily average trading volume of 1.34 billion units and trading value of RM1.79 billion units. The Malaysian domestic stock prices were relatively resilient although there were uncertainties in the global financial market and managed to outperform the MSCI Emerging Asia Index and MSCI World Index in 2011.1 With stable growth in the past few years, the Malaysian stock market is expected to play a major role in a global financial market, thus providing an attractive investment opportunity for foreign investors. However, fundamental investors will not invest without looking at all the macroeconomic variables that influence the country’s economic development to forecast future trends of stock returns and invest accordingly.

This study attempts to establish the relationships between the Malaysian equity market and macroeconomic variables namely industrial production, inflation, money supply, interest rate and exchange rate. Additionally, the study also attempts to establish whether the linkages between economic variables and stock returns are of similar intensity and direction in the absence and presence of the variable of exchange rate compared to the findings in past studies. Based on our belief that the differences between the two models – “model with exchange rates” and “model without exchange rates” are significant, this paper will be markedly different from all previous studies as it attempts to evaluate the causalities using two different models simultaneously.

In relation to this, the first model is estimated without exchange rate, while in the second model, exchange rate is included as an explanatory variable. This study also adds to previous literature on matters concerning interest rates of our country’s treasury bills and their influence in the price movements of the stock market. In our knowledge, this has also not been investigated in previous studies. We believe that the macroeconomic variables used here are reflective of the general economic and financial status of Malaysia. Moreover, the study utilises real share prices published by International Monetary Fund (IMF) instead of the stock prices of Kuala Lumpur Composite Index (KLCI) to eliminate the effects of price changes over time.


DATA AND SELECTION OF VARIABLES

Data

The main variables that are representative of stock market movement are the industrial production index, consumer price index, money supply (M1), interest rate of treasury bills and exchange rate. The M1 series is converted to real M1 by dividing consumer price index, while Treasury bill series is adjusted with inflation. All the data series from IMF are quarterly data from 1980:Q1 to 2011:Q3, while the series of industrial production index and consumer price index are adjusted for seasonality by using the Hodrick-Prescott filter method to remove the fluctuations and patterns that are associated with the business cycle. A brief description for each adjusted variable used is presented in Table 1 below. In order to streamline the data, all variables were converted to natural logarithm, except for the Treasury bill rates which are in percentages. The use of natural logarithm mitigates correlations among the variables. It also helps in reducing heteroscedasticity as it compresses the scale in which variables are measured. The time series plot of the data is shown in Figure 1 to provide an overview of the data set.


Table 1: Data description



	Variable
	Concept
	Description
	Units



	ln SP
	Natural logarithm of Malaysian share price index
	Malaysian share prices
	Index, 2005=100



	ln IP
	Natural logarithm of industrial production
	Industrial production
	Index, 2005=100



	ln CPI
	Natural logarithm of consumer prices
	Consumer prices
	Index, 2005=100



	ln M1
	Natural logarithm of M1
	Money supply
	National currency in millions



	TB
	Interest rates of government treasury bills
	3 months treasury bill rates
	Percent per annum



	ln ER
	Natural logarithm of exchange rate
	Official exchange rate
	National currency per US Dollar
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Figure 1: Time series plots of the data set.




Descriptive Statistics

Table 2 reports the summary statistics for the quarterly series of the share prices and macroeconomic variables. All variables exhibit a positive mean return and the treasury bills rate is highly volatile with high standard deviation. Share prices, industrial production and consumer price index have return distributions that are negatively skewed implying that they have a long left tail. The Jarque-Bera normality test rejects the assumption of normality.


Table 2: Summary statistics for the quarterly series



	Statistic
	ln SP
	ln IP
	ln CPI
	ln M1
	TB
	ln ER



	Mean
	4.2515
	3.8416
	4.3551
	20.1439
	3.5474
	1.0830



	Std. Dev.
	0.5362
	0.7043
	0.2585
	0.7365
	1.6622
	0.1951



	Skewness
	–0.2932
	–0.4532
	–0.1282
	0.0673
	0.3238
	0.1870



	Kurtosis
	2.0376
	1.8808
	1.7895
	1.7175
	2.3089
	1.4557



	Jarque-Bera
	6.7198**
	10.9764*
	8.1022**
	8.8002**
	4.7465**
	13.3611*




Selection of Variables

Since, there has not been any formal theoretical guidance to choose an appropriate group of macroeconomic factors to predict stock price changes, the choice is made on the general hypothesis that changes in any of these variables can shift investor’s perceptions of future cash flows and therefore affect current asset-prices as evidenced in past research. According to Fama (1981), Chen, Roll and Ross (1986) and Cheung and Ng (1998), financial resources are closely related to aggregate output such as Gross Domestic Product (GDP) or industrial production. In this study, we use the industrial production index since changes in industrial production would influence profits and dividends.

In addition, unanticipated inflation also has a similar effect on stock prices as there would be nominal expected cash flows and nominal rate of interest. Unanticipated inflation also provides information about future levels of expected inflation and this is the main reason to expect a relationship between stock returns and unexpected inflation. Unanticipated inflation usually leads to a decrease in stock prices at the time of the announcement and may reduce corporate income due to rapid increase in costs and the slow adjustment in output prices (DeFina, 1991). Discount rates may also be affected by inflation and thus, the value of future company cash flows is significantly reduced (Humpe and Macmillan, 2009). Therefore, inflation would have a negative effect on stock prices through unexpected changes in the price level.

Another factor that is closely related to stock prices is monetary policy and the best-known monetary variable is money supply as posited in a number of studies such as Palmer, 1970; Urich and Wachtel, 1981; Chaudhuri and Smile, 2004. There are a few measurements for money supply such as the M1 where account balances, cash, coins, and traveller’s checks circulating in the economy are used. The M2 includes all the M1 variables and all savings account balances, certificates of deposit, money market account balances, and deposits in foreign banks. The M1 is mainly used as a medium of exchange, whereas the M2 is used as a store of value. Although the M2 is a broader measure of money supply, it is less liquid than the M1. As the M1 is liquid, it is an important indicator for liquidity and economic activity in the economy. Moreover, borrowings and loans will only be reflected in M1. When economic conditions are strong, the growth rate of M1 would increase very quickly as a result of increased investor confidence and economic activity. Therefore, M1 is a precise money supply measure to be used as an indicator for performance of the equity markets.

In actuality, the influence of money supply on stock prices is an offshoot of its influence on the aggregate economy. The unexpectedly high money growth is associated with higher interest rates and this affects stock prices negatively. On the other hand, money supply may increase the stock prices through its impact on economic activities. If the changes in money supply lead to stock price changes, it can be considered as a reliable predictor in stock price changes.

Interest rate stands for another macroeconomic variable which many researchers use in examining the relationship between stock market prices and macroeconomic forces (Chen, Roll and Ross, 1986; Wong, Khan and Du, 2006; Humpe and Macmillan, 2009) as interest rate is one of the channels through which stock prices respond to monetary issues. As interest rates relates to economic activities primarily through consumption and investment, reduced interest rates will lower the borrowing costs for investment and capital. A lower cost of investment leads to an increase in economic activity, while lower cost of capital increases the present value of future cash flows. Thus, interest rates affect stock prices directly by changing the discount rate in the valuation model. Moreover, a drop in the interest rates also promotes current over future consumption. On the other hand, an increase in interest rate also increases the cost of borrowing and the cost of capital for firms and reduces consumer demand. Hence, the government’s treasury bills interest rate has been selected because it serves as the opportunity cost of holding shares and acts as a benchmark for measuring interest rate.

The link between exchange rates and equity returns is based on a simple and intuitive financial theory. In Malaysia, Malaysia Ringgit to US dollar is the major international trading currency. Exchange rates offer important information in assessing the stock market because they affect the cost of imports that constitute a large part of the production inputs for Malaysia as an emerging market. Exchange rates, thus, affect importers, exporters, or other firms, which face foreign competition.

The flow oriented exchange rate model hypothesises that exchange rates may have positive or negative effects on stock prices. During appreciation of the local currency, the firm value of exporting firms will decrease and this will negatively affect the share prices of the firm while importing firms stand to benefit and the value of the firm will increase. Adler and Dumas (1984) assert that even domestic firms, which have minimal international trading activities, can still be affected by exchange rate fluctuations if their input and output, or product demand depends on the foreign market. Therefore, exchange rate is one of the factors used in this study.

METHODOLOGY

This study employs the autoregressive distributed lag (ARDL) bounds test proposed by Pesaran, Shin and Smith (2001). By using this testing procedure, the cointegration relationship can be identified by estimating the model using ordinary least squares (OLS) technique, once the lag order of the model is selected. Moreover, the test is relatively more efficient in small or finite sample data sizes. Another advantage of this bounds test is it can be used irrespective of whether the regressors in the model are purely I(0), purely I(1) or mutually cointegrated. However, the procedure will crash in the presence of I(2) series. Therefore, before estimating the ARDL model, the order of integration for the variables must be known. In this study, the Phillips-Perron unit root test is performed before we proceed to the bounds test for cointegration. To maintain brevity of this article, the methodology of Phillips-Perron unit root test is not presented here (see Phillips and Perron, 1988 for more details).

In order to examine the influence of exchange rate in testing the relationship between share price index and other explanatory variables, this study estimates two ARDL models:
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where Δ is the first difference operator, εi,t (i = 1,2), is a disturbance term assuming white noise and normally distributed and ln is natural logarithmic transformation. To facilitate referencing, the above-mentioned models are named as Model 1 and Model 2. In Model 1, SP is the Malaysian share price index with four explanatory variables including industrial production index (IP), consumer price index (CPI), money supply in national currency (M1) and interest rate for Malaysia government treasury bills (TB). While in Model 2, the RM/USD nominal exchange rate (ER) is added as an explanatory variable to examine the importance of foreign exchange rate to share price index. Since the data are quarterly, in selecting an approximate lag length (p) for the ARDL model, a set of the model was estimated with maximum lag length of four. A lag length is preferred where the model has a minimum Akaike information criterion (AIC) value.

In testing the cointegration relationship between share price index and the explanatory variables, the models are estimated by OLS technique. Then, Wald test is performed to obtain the F-statistic value to check whether there is long-run relationship between share price index and those explanatory variables. The null hypothesis (H0) and the alternative hypothesis (HA) for the models are stated as follows:



	Model 1:
	H0 : λ1,6 = λ1,7 = λ1,8 = λ1,9 = λ1,10 = 0;



	
	HA : λ1,6 ≠ λ1,7 ≠ λ1,8 ≠ λ1,9 ≠ λ1,10 ≠ 0



	Model 2:
	H0 : λ2,7 = λ2,8 = λ2,9 = λ2,10 = λ2,11 = λ2,12 = 0;



	
	HA : λ2,7 ≠ λ2,8 ≠ λ2,9 ≠ λ2,10 ≠ λ2,11 ≠ λ2,12 ≠ 0




For some significance level, if the calculated F-statistic value is lower than the lower bound critical value, then the null cannot be rejected and this implies that no long-run relationship can be concluded. On the other hand, if the F-statistic value is higher than the upper bound critical value, then the null hypothesis of no cointegration can be rejected. Thus, a long-run equilibrium relationship occurred among the variables in the function. However, if the F-statistic value falls between the upper and lower bounds, then a conclusive inference cannot be made.

In addition, this study considers the general to specific approach to derive the simplest ARDL model to complement previous studies. Following Tang (2003) in applying this general to specific approach, the first difference variables that have the absolute t-statistic less than one are dropped sequentially to ascertain the explanatory variables to be included in the model. In this practice, the higher lag order of first difference variables should be dropped first, and remain at least a first difference variable in the specification. Then, the final  model is checked by diagnostic test for robustness. Equation (1) and (2) are the general ARDL models and the general to specific approach is applied to the equations to derive the simplest ARDL model.

From the estimated ARDL model, the long run and short run estimated coefficients provide some useful information regarding the relationship. The long run elasticity are the coefficient of the one lagged explanatory variables in level multiplied with a negative sign and then divided by the coefficient of the one lagged dependent variable in level (Bardsen, 1989). For instance, the long-run industrial production and relative share price elasticity in Model 1 is calculated as −(λ17/λ16). The estimated coefficients of the first differenced variable in the model represent the short-run elasticity.

Once cointegration is established, we estimate the long-run ARDL model for the share price (SPt) as follows:

Model 1:
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Model 2:
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In Equation (3) and Equation (4), all the variables are as previously defined. The orders of the lag of explanatory variables are selected by AIC. The estimated residual series of the model is known as error correction term (ECT).

Next, the error correction model associated is estimated with one lagged ECT to obtain the short-run dynamic parameters. The error correction model is based on the re-parameterization of the estimated long-run ARDL model and it is stated as follows:

Model 1:

[image: art]


Model 2:
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In Equation (5) and (6), the short run effects are captured by the coefficients of the first differenced variables. The coefficients are tested by Wald test to check whether there is Granger causality between share price index and those explanatory variables. A negative and significant coefficient obtained for one lagged ECT will establish the presence of cointegration and it also represents the adjustment speed.

EMPIRICAL RESULTS AND DISCUSSION

Before estimation of the cointegration relationship by ARDL bounds test, we confirm the integration properties of the six variables using the Phillips-Perron test, which examines the null hypothesis of stationarity. The results are reported in Table 3. For the log-first difference variables of share price, industrial production, consumer price index, money supply and exchange rate, the obtained test statistics are all greater than the critical value at the 1% level of significance, implying that the null hypothesis of unit root is rejected; hence, we conclude that these variables are integrated of order one. For the variable of treasury bills, it is stationary at level as the test statistic is greater than the 1% critical value. In the bounds test procedure, the asymptotic distribution of the F-statistic is nonstandard under the null hypothesis of no cointegration relationship, which means that the assumption can be examined irrespective of whether the explanatory variables are I(0) or I(1). Therefore, the treasury bills in I(0) will not be a limitation to proceed to bounds test for cointegration.

The results obtained from the bounds test for cointegration are reported in Table 4. As mentioned earlier, if the estimated F-test statistic is higher than the critical value of the upper bound or I(1), then the null hypothesis of no cointegration is rejected. If the F-test statistic is lower than the lower bound or I(0) critical value, then the null hypothesis cannot be rejected. Refer to Table 4, for Model 1, the calculated F-test statistic is 5.61 for the general model, and 5.49 for the specific model which shows that both are greater than the 1% critical value. This implies that there is a cointegration relationship among the variables. For Model 2, the calculated F-test statistics are significant for both the general and specific model. This shows that exchange rates also have a long-run relationship with the share prices. The general and the specific model for Model 1 and 2 pass through a number of diagnostic tests.2 As displayed in Table 4, the computed Breusch–Godfrey serial correlation Lagrange multiplier (LM) test for AR[2] is 0.92 for Model 1 and 1.46 for Model 2, which is statistically insignificant at conventional significance levels and this suggests that the disturbances are serially uncorrelated. The adequacy of the models is indicated by the insignificant test value of the Ramsey RESET test and the White heteroskedasticity (HET) test shows that the residuals of the models have a constant variance. The ARCH (1) test values show the absence of heteroscedasticity in the disturbance term.

The estimated ARDL general and specific models for Model 1 and 2 are reported in Panel A of Table 5. In selecting an approximate lag length (p), a set of the ARDL model was estimated with lag length of one, two, three and four. As a result, for both the Model 1 and 2, a lag length with one is preferred which minimised AIC. Equation (1) and (2) are estimated with one lag on the first difference variables to obtain the general model for Model 1 and 2 respectively. Then the general to specific process started with the estimated equation. In the general model, the first difference variables with absolute t-statistic less than one is dropped sequentially. For instance, the coefficient of Δ ln IPt of Model 1 has the smallest absolute t-statistic which is less than one, hence, it is dropped from the estimation of the model. Then the model is estimated again with the remaining variables. The dropping process stops when all the coefficients of the first difference variable have t-statistic value greater than one.

For Model 1, the variables of Δ ln IPt, Δ ln IPt−1, Δ ln CPIt and Δ ln CPIt−1 were dropped from the general to specific exercise. The estimated long-run elasticity is presented in the Panel B of Table 5. From the specific model, the estimated long-run elasticities of the determinants are 0.1338 (industrial production), –3.6293 (consumer price), 1.7822 (money supply) and 0.0671 (treasury bills). While for Model 2, the specific model remains with the first difference variables of Δ ln M1t, ΔTBt, ΔTBt−1, Δ In ERt−1 and Δ In ERt−1. The estimated long-run elasticities of the determinants for Model 2 are similar with Model 1, where the common variables have the same pattern. For exchange rate, its long-run elasticity with share price is in the negative form.

Panel A of Table 6 presents the error correction estimations for the money demand model. The results are based on the re-parameterization of the estimated ARDL (2, 0, 2, 4, 2) for Model 1 and ARDL (2, 0, 0, 0, 2, 2) for Model 2. Based on the results, the lagged error-correction term carries its expected negative sign and is highly significant for both the models. A significant error correction term implies a long-run causality from the determinants variables to share return. While the short-run dynamic in the model is captured by the lagged differences variables. For Model 1, money supply and interest rate Granger cause share return in the short-run and long-run. For Model 2, besides money supply and interest rate, exchange rate also Granger causes share return in the short-run and long-run. The stability of the models between share return and its determinants are assessed through diagnostic checking. As displayed in Panel B of Table 6, the models passed through a number of diagnostic tests.


Table 3: Phillips-Perron unit root test statistics



	Variables
	Level

	1st Difference

	Outcome




	ln SP
	–2.9661

	–9.2306*

	I(1)




	ln IP
	–1.5127

	–9.6988*

	I(1)




	ln CPI
	–3.0774

	–8.7248*

	I(1)




	ln M1
	–2.6754

	–11.5166*

	I(1)




	TB
	–4.7920*

	–18.5666*

	I(0)




	ln ER
	–1.49298

	–9.82132*

	I(1)




	Significance Level
	Critical Value

	
	



	1%
	–4.0325

	–4.0331

	



	5%
	–3.44588

	–3.4462

	



	10%
	–3.14788

	–3.1480

	




Notes: Null hypothesis of the Phillips-Perron unit root test is the series has a unit root. SP is the real Malaysian share price index; IP is the real industrial production index, CPI is the real consumer price index; M1 is the real money supply; TB is the real interest rate of Malaysian treasury bills; and ER is the RM/USD nominal exchange rate. * denotes 1% significance level.


Table 4: Bounds test for the existence of cointegration relationship



	
	Model 1

	Model 2




	General Model

	Specific Model

	General Model

	Specific Model

	



	F-test Statistic
	5.6128*

	5.4938*

	5.5745*

	4.9445*




	Outcome
	Cointegrated

	Cointegrated

	Cointegrated

	Cointegrated




	1% Critical Value
	k = 5

	k = 6




	I(0)
	3.41

	3.15




	I(1)
	4.68

	4.43




	Diagnostic Tests



	BG (2)
	0.9215

	0.8989

	1.4594

	1.6939




	JB
	70.8872*

	83.3078*

	58.1421*

	48.9872*




	ARCH (1)
	0.3882

	0.2942

	0.0013

	0.0005




	HET
	0.8378

	0.6523

	1.4016

	1.2058




	RESET
	0.2384

	0.0710

	0.5067

	2.0407





Notes: Source of critical values for bound test: Table C1 (iii) of Pesaran, Shin and Smith (2001) – Unrestricted intercept and no trend. The diagnostic test statistics are the F-statistic value for the tests of: BG (n) = Breusch-Godfrey Serial Correlation Lagrange multiplier test for the nth order autocorrelation; JB = Jarque–Bera test for normality of residuals; ARCH (m) = Engle’s mth order autoregressive conditional heteroskedasticity test; HET = White’s test for heteroskedasticity; and RESET = Ramsey’s test for functional form misspecification. * denotes 1% significance level.


Table 5: Estimated ARDL model for bounds test and the long-run elasticity relative to the Malaysian share prices



	Panel A: Estimated ARDL model for bounds test



	Variable
	Model 1

	Model 2




	General Model

	Specific Model

	General Model

	Specific Model




	Constant
	–4.7270*

	–4.7799*

	–3.8536*

	–3.6196*




	Δ1n SPt–1
	0.1664***

	0.1655***

	0.1057

	–




	Δ1n IPt
	0.1759

	–

	0.1095

	–




	Δ1n IPt–1
	–0.2027

	–

	–0.1771

	–




	Δ1n CPIt
	–1.6126

	–

	–2.3058

	–




	Δ1n CPIt–1
	2.9744

	–

	3.7200

	–




	Δ1n M1t
	0.9864*

	0.9887*

	0.7225*

	0.7514*




	Δ1n M1t–1
	0.6431**

	0.5285***

	0.4601

	–




	ΔTBt
	–0.0301

	–0.0172

	–0.0419**

	–0.0323*




	ΔTBt–1
	–0.0288*

	–0.0340*

	–0.0326*

	–0.0414*




	Δ1n ERt
	–

	–

	–0.6213**

	–0.7555*




	Δ1n ERt–1
	–

	–

	–0.8427*

	–0.9094*




	1n SPt–1
	–0.3030*

	–0.2871*

	–0.3138*

	–0.2648*




	1n IPt–1
	0.0684

	0.0384

	0.1497***

	0.1270***




	Δ1n CPIt–1
	–1.1241*

	–1.0419*

	–1.0884*

	–1.1088*




	1n M1t–1
	0.5238*

	0.5116*

	0.4686*

	0.4546*




	TBt–1
	0.0193**

	0.0193**

	0.0178***

	0.0157***




	1n ERt–1
	–

	–

	–0.1517

	–0.1116





Panel B: Long-run elasticity



	
	
	ln SP

	ln IP

	ln CPI

	ln M1

	TB

	ln ER




	Model 1

	General Model
	–1.0000

	0.2258

	–3.7105

	1.7291

	0.0637

	–




	Specific Model
	–1.0000

	0.1338

	–3.6293

	1.7822

	0.0671

	–




	Model 2

	General Model
	–1.0000

	0.4769

	–3.4680

	1.4932

	0.0566

	–0.4833




	Specific Model
	–1.0000

	0.4794

	–4.1867

	1.7166

	0.0591

	–0.4213 





Notes: *, ** and *** denote 1%, 5% and 10% significance level, respectively.
SP is the real Malaysian share price index; IP is the real industrial production index, CPI is the real consumer price index; M1 is the real money supply; TB is the real interest rate of Malaysian treasury bills; and ER is the RM/USD nominal exchange rate.


From the estimation of the ARDL models, the long-run relationship between industrial production and share price is weak (insignificant for Model 1 and 10% significant for Model 2). In addition, the Granger causality test results showed that industrial production does not contribute significantly to the stock return in the short-run. The insignificant positive impact implies that innovation on industrial production has less influence on the firm value. Although this result is uncommon, it is supported by the bivariate analysis of Mansor (1999) where industrial production has no significant long-run relationship with stock price and it does not Granger causes Malaysian stock returns.

In the case of consumer price index, the result is in line with Chen, Roll and Ross (1986) who theorised the relationship as negative. As one of the determinants, consumer price index has a significant long-term relationship with share prices. Furthermore, consumer price index has the highest sensitivity among other determinants. An increase in the consumer price index will cause the share prices to have a largely negative movement. Therefore, this result is a call for policy makers to focus more on consumer price index to maintain the stability of the stock market. For money supply, the results obtained from this study are similar with the results of the study by Mukherjee and Naka (1995) and Rasiah (2010). Money supply shows a positive influence on share prices in short-run and long-run. As clarified earlier, the increase in share prices is influenced by economic stimulus provided by money growth. This result is also in common with the portfolio theory which suggests that an increase in money supply causes a portfolio shift from non-interest bearing money to financial assets including stocks.

The long-run relationship between share prices and interest rate of treasury bills is found to be positive. Moreover, in the short-term, changes of interest rate is found to Granger cause share returns. The positive impact contradicts to the theory that interest rates and share prices should move in opposite directions. Based on the cause for changes in interest rates, this paper provides an alternative point of view.

Inflation rate in Malaysia has been accelerating since 1990s and hit the highest rate in the third quarter of 2008. At the same time, the Malaysian economy also experienced sustained rapid growth. In this situation, the government may apply inflation targeting policy to control the inflation rate. This monetary policy follows the principle proposed by Taylor (1993) to adjust interest rates in response to the changes in the inflation rate and output gap. In particular, this rule states that for each one-percent increase in inflation, the central bank should raise the nominal interest rate by more than one percentage point. If the purpose of the central bank in rising the interest rate is to limit inflation pressures due to strong levels of economic growth, then it would have an overall positive impact on the stock market.


Table 6: Granger causality test results

[image: art]

Note: Panel A shows the F-statistic values of the Wald test. Panel B shows the F-statistic value for the diagnostic tests. The ECT is obtained from the estimation of the long-run ARDL model as Equation (3) for Model 1 and Equation (4) for Model 2. The selected lag length for the ARDL Model 1 is (2, 0, 2, 4, 2), while Model 2 is (2, 0, 0, 0, 2, 2). Figure in parenthesis is the t-statistic for the coefficient of ECTi,t−1.* denotes 1% significance level. For definition of the variables and diagnostic test, see Table 3 and Table 4 respectively.

For exchange rates, the result obtained from the estimation of Model 2 has shown that it is an important factor in predicting stock prices. Although it does not have a significant long-run relationship with the share price index, exchange rate movements are found to Granger cause share return in the short-run. The result resonates with the flow oriented exchange rate models as discussed by Dornbusch and Fischer (1980) who postulate that exchange rate movements can cause movements in stock prices. From the macroeconomic point of view, stock prices represent the discounted present value of a firm’s expected future cash flows, then movements in the exchange rate that affect a firm’s cash flow will be reflected in that firm’s stock price. As the Malaysian economy is export-oriented, the exchange rates play a crucial role in the trading activities of exporting firms, as well as their firm value. Therefore, the results imply that exchange rate is an important factor in predicting stock market movement, especially in countries with an export-oriented economy.

CONCLUSION

Using the bounds testing procedure and error correction Granger causality tests, the study investigates whether selected macroeconomic variables have predicting or explanatory power over Malaysian share prices. The use of the bound test of cointegration indicates that share prices are cointegrated with a set of selected macroeconomic variables, namely, industrial production, consumer price index, money supply, treasury bills and exchange rates. Moreover, the long-run coefficients suggest that Malaysian share prices are influenced positively by money supply and interest rate and negatively by inflation. On the other hand, the results from the error correction mechanism indicate that real share returns are Granger caused by real money growth and real interest rate growth. When exchange rate is included in the estimation, the results imply that exchange rate fluctuations can also cause movement in stock prices. Based on the empirical result of this study, it can be concluded that domestic macroeconomic activities have influenced the Malaysian stock market. Besides utilising these traditional variables, future research in this area may include various other macroeconomic variables that can contribute to the existing literature. From a policy perspective, the results suggest that, monetary policies aimed at stabilising inflation can generate positive effects to the stock market. Since the movement of stock market is highly elastic to inflation, it needs to be accounted for, so that it benefits our economy.

NOTES

1.      Securities Commission Malaysia Annual Report 2010. Accessed on 26 February 2013, from Securities Commission Malaysia Web site: http://www.sc.com.my/main.asp?pageid=381&menuid=490&newsid=&linkid=3037&type/

2.      Violation of normality in the residual series is shown by the Jarque-Bera test. In our case, the problem with the residual distribution is mainly due to one or two large errors. From the residual plot, the large errors can be observed around the period of Asian financial crisis in 1997; hence, they can be explained as unique events.
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This study applies a two-stage approach to examine intellectual capital efficiency and its determinants. In the first stage, we evaluate the intellectual capital efficiency of 25 Malaysian software companies by using the data envelopment analysis (DEA) approach. Our findings show that the sample companies have to first improve their technical efficiency, and subsequently scale efficiency. We also provide some information on how much and in which types of intellectual capital an inefficient software company needs to improve. In the second stage, we run ordinary least squares and Tobit regression analyses to examine determinants of intellectual capital efficiency. Sales growth appears to have a significantly positive influence on intellectual capital efficiency. This study may provide some information for software managers to improve their efficiency in intellectual capital management.
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INTRODUCTION

Since 1980s, a firm’s intangible assets, i.e. the various components of a firm’s intellectual capital, have been increasingly used in scholarly investigations. In Malaysia, the government has embarked on a mission to develop a knowledge-based economy through the 2002 Knowledge-Based Economy Master Plan. The plan highlights a few strategies to accelerate the transformation of Malaysia into a knowledge-based economy (Economic Planning Unit, 2001). It is designed to enable Malaysia to achieve sustainable economic growth so that we would no longer have to depend solely on capital or physical assets investments.

According to Zéghal and Maaloul (2010), citing the Organization for Economic Cooperation and Development (OECD, 2008), many industries that invest in intellectual capital are growing and competing with physical and financial capital investments. Since the software industry is a knowledge-intensive industry with significant intellectual capital, the development of new software depends on key intellectual inputs such as human structural capitals. Hao (2010) corroborates that technology-oriented software industry has intangible information and therefore needs to understand the mechanics of intellectual capital management efficiency and its determinants.

Igel and Islam (2001) state that the majority of Malaysian software companies have achieved competitive advantages in quality, efficiency, innovation, and responsiveness to customers, focusing largely on customer-needs, people management, and technology. They, however, also note that rapid technological development and human resources are constraints that limit the growth and development of Malaysian software companies. Their findings suggest that intellectual capital plays an important role in the Malaysian software companies’ value creation efforts in today’s challenging business environment. Therefore, the industry provides us with an appropriate setting to examine intellectual capital management efficiency for the purpose of this study.

We opine that managing intellectual capital efficiently is the key to sustaining a company’s competitive edge. As documented by Kujansivu (2009), intellectual capital management should focus on managing and transforming various intangible resources for the creation of values or their maximisation. Following prior studies (for example Wu et al., 2006; Lu et al., 2010; Yang and Chen, 2010; Lu and Hung, 2011), we employ data envelopment analysis (DEA) to evaluate the intellectual capital efficiency management of the Malaysian software industry. Specifically, we utilise the Value Added Intellectual Coefficient (VAICTM) developed by Pulic (2000) to gauge intellectual capital value because this variable is superior in terms of its practical validity (Clarke, Seng and Whiting, 2011; Mehralian et al., 2012). VAICTM has been widely found in intellectual capital literature (for example, Tseng and Goo, 2005; Ting and Lean, 2009; Young et al., 2009; Laing, Dunn and Hughes-Lucas, 2010; Phusavat et al., 2011; Rehman, Ilyas and Rehman, 2011). According to Chan (2009), this method offers many advantages to the researcher including objectivity, relevance, usefulness, comparability, simplicity, reliability and consistency with all major definitions as it does not undermine the importance of human capital.

The first stage of analysis in this study is to evaluate the efficiency of Malaysian software companies in managing intellectual capital while in the second stage, we run both ordinary least squares and Tobit regressions to identify the determinants of intellectual capital management efficiency. To the best of our knowledge, there is no research that has examined the effects of a firm’s characteristics on intellectual capital management efficiency. Therefore, this study aims to provide such evidence by investigating a sample of Malaysian software companies. For our regression analysis, we apply the ordinary least squares method, following Banker and Natarajan (2008), and Tobit regression, following Barros, Barroso and Borges (2005).

This study makes several important contributions to existing literature on this area. Firstly, we are able to identify companies that are efficient in intellectual capital management. Hence, other software managers can use these companies as benchmarks to improve their own efficiency in managing their intellectual capital. Secondly, we provide potential improvement with regards to potential reduction in intellectual capital investments. Third, we adopt an innovative two-stage approach: in the first stage, we examine intellectual capital management efficiency and, in the second stage, the estimated efficiency score is regressed in relation to firms’ characteristics.

LITERATURE REVIEW

Intellectual Capital

The worth of a company lies not in bricks and mortar, but in its intangible asset, which is its Intellectual Capital, that is hidden behind the company’s book values (Edvinsson and Malone, 1997). This implies that intellectual capital is the reason why companies’ market values are considered to be higher than their book values. Specifically, intellectual capital is the difference between the market value and book value of a company (Roos et al., 1998), due to the fact that traditional accounting systems are inadequate to capture the true value created by intellectual capital. This may result in poor resource management and lead to underutilisation of the intangibles (Pulic, 2000). Therefore, efficient management of the intellectual capital is important for companies to achieve good corporate performance and to sustain growth in this challenging knowledge-based era (Marr, 2007).

There are numerous definitions of intellectual capital available in literature. A general definition is that intellectual capital refers to intangible assets that create values for future benefits of an organisation. Chong (2008) has offered this view on intellectual capital after compiling a listing of 30 definitions and indications from literature covering the period between 1991 and 2004.

Stewart (1991), in his report in Fortune Magazine, points out that intellectual capital includes patents, processes, management skills, technologies, information about customers and suppliers, and old-fashioned experience, of which when added up together strengthen a company’s competitive edge in the marketplace. In another study, Stewart (1997) argues that intellectual capital covers various aspects of intellectual material such as knowledge, information, intellectual property, experience that can be put to use to create wealth. Edvinsson and Malone (1997) claim that intellectual capital is the possession of the knowledge, applied experience, organisational technology, customer relationships, and professional skills that give companies a competitive edge in the market. In a similar vein, Lynn (1998) describes intellectual capital as knowledge that is transformed to some items of value to the organisation; specifically, the creation of sustainable values within a company when information is organised into knowledge, and knowledge is transformed into intellectual capital. Bose and Thomas (2007) conceptualise intellectual capital as the knowledge capability of a company to convert knowledge, skills and expertise into assets that can become profitable, while Hsu and Fang (2009) summarise intellectual capital as the total capabilities, knowledge, culture, strategy, process, intellectual property, and relational networks of a company that create value or competitive advantages and help a company achieve its goals.

Overall, intellectual capital may be summarised as the accumulation of all the intangible assets or knowledge that include intellectual property (like patents and trademarks), intellectual resources (for example, customer relationship), and intellectual capabilities and competences (for instance, employees’ professional skills). When the above-mentioned knowledge is transformed efficiently, companies gain competitive advantage that is sustainable, suggesting that intellectual capital drives performance and value creation (Roos and Roos, 1997; Bontis, 1998).

Intellectual Capital Measurement and Efficiency

According to Bontis (2001), it was Skandia who delivered the first intellectual capital report to convey supplementary information in measuring knowledge assets in 1994. Since then, much research has been devoted to explore new measurement methods (for example, Brooking, 1996; Stewart, 1997; Roos et al., 1998; Pulic, 2000).

There is a list of 42 methods for measuring intangibles (Sveiby, 2010). Specifically, the methods can be classified into four measurement approaches, namely: (1) direct intellectual capital (DIC) methods like Technology Broker (Brooking, 1996), (2) market capitalisation methods (MCM) like Calculated Intangible (Stewart, 1997), (3) return on assets (ROA) methods such as VAICTM (Pulic, 2000) and (4) scorecard methods (SC) like Skandia NavigatorTM (Edvinsson and Malone, 1997) and intellectual Capital-IndexTM (Roos et al., 1998). Each of these approaches offers different advantages and disadvantages. It is, thus, not surprising that Lu et al. (2010) claim that there is no best or consensus solution for intellectual capital measurement.

However, VAICTM is a well-known and widely used method among currently available methods (Rehman, Ilyas and Rehman, 2011; Young et al., 2009) because it is capable of fully evaluating intellectual capital within a company (Young et al., 2009; Phusavat et al., 2011). Chen, Cheng and Hwang (2005) who investigated the relationship between value creation efficiency and firms’ market valuation and financial performance used VAICTM as the efficiency measure of intellectual capital of 4254 Taiwan listed companies from 1992 to 2002. The findings support the hypothesis that firms’ intellectual capital had a positive impact on market value and financial performance. In other words, firms with greater intellectual capital perform better in terms of profitability and revenue growth. By regressing lagged independent variables, the study also concludes that intellectual capital efficiency is related to future profitability.


Shiu (2006) also applied VAICTM to measure the “value creation” efficiency of a company. The scholar investigated 80 Taiwan listed technological firms based on their special attribute of being intelligent-intensive. The regression results demonstrate that capital employed efficiency (CEE) and human capital efficiency (HCE) have a significantly positive effect on profitability whereas structural capital efficiency (SCE) has a negative effect. The results for VAICTM document that value creation efficiency increases profitability and market valuation but decreases productivity. Tan, Plowman and Hancock (2007) also employed Pulic’s framework to investigate 150 public listed companies in Singapore from 2000 to 2002. The findings show that intellectual capital, return on equity (ROE) and future company performance were positively related. Besides, the results also conclude that the contribution of intellectual capital to company performance differs according to the nature of the industry.

VAICTM is the sum of value creation efficiency of the physical capital and intellectual capital (human capital and structural capital). One of the main advantages of VAICTM is that it identifies weak areas that require intervention (Pulic, 2000). Moreover, VAICTM is superior in terms of its practical validity because the model can be derived using quantitative data from audited financial statements (Clarke, Seng and Whiting, 2011; Mehralian et al., 2012). Furthermore, VAICTM is an intellectual capital measurement method that is characterised by its high objectivity (Mehralian et al., 2012). In this study, we also employ VAICTM to estimate the value of intellectual capital.

As for measuring intellectual capital efficiency, several studies have utilised DEA such as Leitner et al. (2005) who demonstrate the usefulness of DEA in evaluating and benchmarking the efficiency of intellectual quantitatively and comprehensively. Using Austrian universities as sample, the findings show that DEA is useful in distinguishing between efficient and inefficient universities departments. Thus, they argue that DEA can be applied to evaluate intellectual capital efficiency in various organisations and industries. Wu et al. (2006) used DEA and Malmquist productivity index (MPI) to examine the efficiency in intellectual capital management of 39 Taiwanese integrated circuit design companies in view of the significant role of intellectual capital efficiency in achieving a competitive advantage. Lu et al. (2010) developed an innovative two-stage transformation process by employing the multiple input output concept under DEA to examine both the intellectual capital capability and intellectual capital efficiency of Taiwanese semiconductor companies. In the first stage, the study evaluated intellectual capital creation from internal and external resources. In the second stage, intellectual capital efficiency was measured based on how the output from the first-stage transformation process transform into tangible and intangible values for the sample companies. Yang and Chen (2010) employed DEA and principal component analysis (PCA) to analyse the efficiency of intellectual capital management of 62 Taiwanese public-listed companies in the integrated circuit design industry.


Following prior studies, we also use DEA to measure the process of intellectual capital efficiency. Our study differs from previous studies in terms of DEA input variables where VAICTM is used as inputs that represent intellectual capital.

Determinants of Intellectual Capital Performance

El-Bannany (2008) tests on the determinants of intellectual capital performance in UK banks and indicates that investment in information technology systems, bank efficiency, barriers to entry, and efficiency of investment in intellectual capital variables have significant impacts on intellectual capital performance. Singh and Mitchell Van der Zahn (2008) evaluate intellectual capital from a different perspective. They investigated the association between intellectual capital disclosure levels of 444 Singapore listed initial public offerings and find that ownership retention, proprietary costs, and corporate governance structure are the three determinants of intellectual capital disclosure.

In Malaysia, Norman, Mara Ridhuan and Mohamat Sabri (2009) assert that a high degree of family ownership implies a high probability of opportunistic behaviour where family members pursue their objectives at the expense of value creation activities. Therefore, the authors agree that family ownership appears to have a negative effect on intellectual capital performance in the Malaysian Exchange of Securities Dealing and Automated Quotation (MESDAQ) market between 2005 and 2007. Siti Mariana, Rohaida and Nurul Huda (2012) conclude that age, size, director ownership and growth are the factors affecting intellectual capital disclosure in 150 listed companies in Malaysia. Azwan et al. (2012) studied 130 companies in the technology and industrial products sectors of Bursa Malaysia that went through an initial public offering between 2004 and 2008. Their results provide evidence that board size, board independence, age, leverage, underwriter and listing board significantly influence the extent of intellectual capital disclosure in an initial public offering prospectus. These studies, mainly, focus on the determinants of intellectual capital disclosure. On the other hand, this study looks at the determinants of intellectual capital management efficiency. It is hoped that the findings of this study can serve as an indicator in assessing the antecedents of intellectual capital efficiency in Malaysia.


DATA COLLECTION AND METHODOLOGY

Data Collection

We obtained data from the annual reports of the sample companies that are available publicly. Our sample is made up of Malaysian public-listed software companies in 2010. After deleting sample companies with missing data, we were left with a final sample of 25 companies. Our sample is representative of the Malaysian software industry because the total assets of the companies account for approximately 94% of that of the 29 initial sample companies.

Research Methodology

DEA, developed by Charnes, Cooper and Rhodes (1978) and extended by Banker, Charnes and Cooper (1984), is a widely used linear-programming-based composite tool. DEA, a mathematical technique comparing multiple inputs and outputs of decision-making units (DMUs) for measuring relative DMUs’ efficiency, allows the identification of benchmarking. Instead of using merely uni-dimensional ratios and other individual financial variables, intellectual capital indicators such as human capital and structural capital can be accommodated so that possible interactions between them can be captured to derive efficiency scores using DEA. Moreover, DEA approach provides added information that complements the analysis of traditional financial ratios especially when two or more ratios provide conflicting interpretations (Feroz, Kim and Raab, 2003).

Specifically, a DEA study aims to project the inefficient DMUs onto the production frontiers, whereby we can opt for either input-oriented or output-oriented direction. The former refers to the objective to proportionally reduce the input amounts with the output amounts held constant at the present level, and the latter focuses on the objective to proportionally reduce the output amounts with the input amounts held constant at the present level. Since software managers have the discretion to determine the input amounts (intellectual capital and physical capital), but not the output amounts (Tobin’s Q and ROE), this study applies the input-oriented model.

The Charnes, Cooper and Rhodes (1978) (CCR) model is the most basic DEA model. The CCR model is assumed to be under constant returns to scale (CRS) of activities. However, the CRS assumption is not appropriate if not all companies are operating at the optimal scale. The Banker, Charnes and Cooper (1984) (BCC) model overcomes this problem, allowing for variable returns to scale (VRS). Assume there are n DMUs (DMU1, DMU2, …, and DMUn) with s different outputs and m different inputs. DMUj (j = 1, 2, …, n) consumes amount xij (i = 1, 2, …, m) of input i to produce amount yrj(r = 1, 2, …, s) of output r. The linear programming in the envelopment form of an input-oriented BCC model to evaluate the efficiency of DMU0 is shown as follows:


[image: art]

where z0 is the efficiency score for DMU0, λ is the weight assigned by DEA. DMU0 is considered as BCC-efficient efficient if and only if z0 = 1 and the slack variables, [image: art] and [image: art], are equal to zero. The CCR model differs from the BCC model in which the former is without the additional constraint, the convexity condition [image: art].

Using the same data, the dual (multiplier) form of the BCC model in Equation (1) can be used in the following form:

[image: art]


where ur is the output weight and vi is the input weight. uo is the condition [image: art] in Equation (1). Using [image: art] as the coordinate point that corresponds to multiple inputs and outputs for DMUo on the efficiency frontier, a researcher can identify one of the three situations for returns to scale (RTS) for the BCC model: (1) Increasing RTS (IRS) prevails at [image: art] if and only if [image: art] for all optimal solutions; (2) Decreasing RTS (DRS) prevails at [image: art] if and only if [image: art] for all optimal solutions; and (3) Constant RTS (CRS) prevails at [image: art] if and only if [image: art] for at least one optimal solution.

Figure 1 provides a graphical illustration of measuring input-oriented efficiency using a single input and a single output. Assume that there are five DMUs, A, B, C, D, and E. Ray 0BC is the CRS frontier (the CCR model). The BCC model or VRS frontier consists of the line connecting A, B, C, and D. For instance, the CCR efficiency of DMU E is calculated as PQ/PE. The other 4 DMUs (A, B, C, and D) that lie on the frontier are considered as operating at efficiency. With respect to RTS, IRS prevails at any point on line AB, while DRS prevails at any point on line CD. Any DMU that lies on the CRS frontier is operating at CRS.


[image: art]

Figure 1: Graphical illustration of the BCC model and the CCR model.



The outcome of the BCC model represents pure technical efficiency (PTE), while that of the CCR model reflects technical efficiency (TE) of the target DMU. Dividing TE by PTE, the scale efficiency (SE) can be obtained. The SE represents the proportion of inputs that can be further reduced after pure technical inefficiency is eliminated if scale adjustments are possible (Hung and Lu, 2007; Hung, Lu and Wang, 2010).

Both TE and PTE values lie between 0 and 1, while SE has a value less than or equal to 1. A value of 1 for either TE or PTE means that the target DMU is efficient. If a DMU is efficient under both the CCR and BCC models, it is operating in the most productive scale size or constant returns to scale size (Cooper, Seiford and Tone, 2006). A DMU with efficiency score less than 1 is considered inefficient.

Input and output variables

As for the DEA model, the input variables are made up of the items of VAICTM, namely CEE, HCE, and SCE. Note that VAICTM = HCE + SCE + CEE, where CEE is an indicator of value added (VA) of capital employed; HCE indicates VA efficiency of human capital, whereas SCE represents VA efficiency of structural capital. The alphabetic formula of calculating intellectual capital performance is as follows:


CEE = VA/CA

HCE = VA/HC

SCE = SC/VA

VA = operating revenues – operating expenses

CA = the book value of net assets

HC = total salaries and wages

SC = VA – HC



Following Lu et al. (2010), the output variables used in this study are the intangible value and tangible value. We use Tobin’s Q of a DMU as at year end to proxy for intangible value. Tobin’s Q is defined as the ratio of market value to the book value of total assets. The ROE, calculated as the ratio of net income to stockholders’ equity, is used to proxy the tangible value. Table 1 presents the descriptive statistics of both inputs and outputs for our sample. On average, the software companies have greater HCE, followed by SCE and CEE.


Table 1: Descriptive statistics (N = 25 companies)



	Variable
	Mean

	Standard deviation

	Minimum

	Maximum




	CEE
	2.86

	0.63

	0.07

	3.40




	HCE
	23.79

	5.00

	0.09

	26.52




	SCE
	19.39

	5.40

	0.23

	35.47




	Tobin’s Q
	3.14

	3.14

	0.87

	16.52




	ROE
	3.74

	0.80

	0.17

	4.40





EMPIRICAL FINDINGS

Efficiency Analysis

Table 2 presents the efficiency scores of the sample companies. The overall average values of technical efficiency (mean TE = 0.948), pure technical efficiency (mean PTE = 0.951), and scale efficiency (mean SE = 0.997) suggest that managers of software companies are inefficient in managing intellectual capital due to the technical problem and not the scale problem. In other words, the companies are on average 94.8% to 95.1% as efficient as the benchmark companies. Therefore, managers should first attempt to improve their technical efficiency, and subsequently scale efficiency. The findings show that 80% of the software companies are inefficient in transforming intellectual capital into tangible and intangible values. In other words, five companies are relatively efficient (efficiency score = 1.000), based on both the CCR and BCC models.

Of particular concern are the results obtained from our analysis on Green Packet Berhad, which shows 0.681 for technical efficiency and 0.689 for pure technical efficiency. These results show that this company is far lagging in managerial efficiency as compared to its counterparts, even though they operate in the same kind of environment. Moreover, we also examined the condition with respect to the returns to scale of the software companies. An untabulated results show that all the companies operate at constant returns to scale technology, implying that the inefficient companies should reduce in size to increase efficiency.

Potential Improvement in Intellectual Capital Efficiency

In this study, we also conducted slack analysis to find potential improvement steps that inefficient software companies can take in future. Table 3 provides information on how much and in which types of intellectual capital an inefficient software company needs to improve, particularly by decreasing specific intellectual capital amounts.


In percentage terms, the “Potential Improvement” column shows the potential reduction in intellectual capital amount that an inefficient software company needs to undertake to become efficient. For example, CBSA Berhad should reduce its CEE by 4.0%, HCE by 5.6%, and SCE by 17.9%. By reducing those three intellectual capital amounts, it can become as efficient as its benchmark company. Such findings indicate that inefficient companies do not fully utilise or over-utilise their intellectual capital. On the whole, the results in Table 3 indicate that the inefficient companies should spend most of their time in reducing their SCE.

Determinants of Intellectual Capital Efficiency

A two-stage procedure involving DEA followed by ordinary least squares regression analysis yields consistent estimators of the regression coefficients (Banker and Natarajan, 2008). Explanatory variables used in this study are independent from the efficiency scores obtained in the first stage, whereby we estimate the following equation:

[image: art]

where EFF is the efficiency scores obtained through the input-oriented BCC model under the assumption of variable returns to scale. Sales growth (SG) is the growth of sales. Firm size (SIZE) is the natural logarithm of a company’s total assets. Leverage (LEV) is the ratio of total debt to total assets. Tangibility (TANG) is the ratio of fixed assets to total assets. Cash flow (CF) is the ratio of net cash flow to total assets. Liquidity (LIQ) is the ratio of current assets minus inventory to current liabilities.


Table 2: Efficiency scores of the 25 software companies



	
	
	TE

	PTE

	SE




	1

	CBSA Berhad
	0.957

	0.960

	0.997




	2

	Excel Force MSC Berhad
	0.957

	0.961

	0.996




	3

	Green Packet Berhad
	0.681

	0.689

	0.988




	4

	Willowglen MSC Berhad
	0.946

	0.948

	0.998




	5

	Ariantec Global Berhad
	0.943

	0.947

	0.996




	6

	Asdion Berhad
	0.933

	0.934

	0.999




	7

	Cuscapi Berhad
	0.941

	0.943

	0.997




	8

	CWorks Systems Berhad
	0.969

	0.973

	0.996




	9

	DSC Solutions Berhad
	0.976

	0.984

	0.992




	10

	eBworx Berhad
	0.956

	0.956

	1.000




	11

	Eduspec Holdings Berhad
	1.000

	1.000

	1.000




	12

	Elsoft Research Berhad
	0.965

	0.967

	0.998




	13

	Extol MSC Berhad
	0.967

	0.971

	0.996




	14

	Fast Track Solution Holdings Berhad
	1.000

	1.000

	1.000




	15

	Green Ocean Corp. Berhad
	0.954

	0.954

	1.000




	16

	Infortech Alliance Berhad
	0.969

	0.973

	0.996




	17

	I-Power Berhad
	1.000

	1.000

	1.000




	18

	M3 Technologies (ASIA) Berhad
	0.949

	0.949

	1.000




	19

	mTouche Technology Berhad
	0.913

	0.913

	0.999




	20

	N2N Connect Berhad
	0.976

	0.979

	0.997




	21

	Nova MSC Berhad
	1.000

	1.000

	1.000




	22

	Rexit Berhad
	0.956

	0.959

	0.997




	23

	SMR Technologies Berhad
	0.949

	0.966

	0.982




	24

	TechnoDex Berhad
	1.000

	1.000

	1.000




	25

	The Media Shoppe Berhad
	0.838

	0.840

	0.998




	
	Overall mean
	0.948

	0.951

	0.997






Table 3: Potential improvement for the 20 inefficient software companies



	
	PTE

	Potential Improvement (%)




	CEE

	HCE

	SCE




	CBSA Berhad
	0.960

	–4.0

	–5.6

	–17.9




	Excel Force MSC Berhad
	0.961

	–4.0

	–8.6

	–19.6




	Green Packet Berhad
	0.689

	–32.0

	–31.1

	–31.1




	Willowglen MSC Berhad
	0.948

	–5.2

	–6.1

	–15.4




	Ariantec Global Berhad
	0.947

	–5.3

	–6.6

	–21.3




	Asdion Berhad
	0.934

	–6.6

	–10.6

	–9.7




	Cuscapi Berhad
	0.943

	–5.7

	–6.1

	–20.5




	CWorks Systems Berhad
	0.973

	–2.7

	–7.4

	–18.5




	DSC Solutions Berhad
	0.984

	–1.6

	–5.6

	–30.2




	eBworx Berhad
	0.956

	–4.4

	–6.8

	–4.4




	Elsoft Research Berhad
	0.967

	–3.3

	–7.2

	–10.6




	Extol MSC Berhad
	0.971

	–2.9

	–6.9

	–18.2




	Green Ocean Corp. Berhad
	0.954

	–4.6

	–10.1

	–4.6




	Infortech Alliance Berhad
	0.973

	–2.7

	–6.7

	–19.0




	M3 Technologies (ASIA) Berhad
	0.949

	–5.1

	–7.2

	–7.1




	mTouche Technology Berhad
	0.913

	–8.7

	–8.7

	–12.8




	N2N Connect Berhad
	0.976

	–2.1

	–5.7

	–15.2




	Rexit Berhad
	0.956

	–4.1

	–6.6

	–19.2




	SMR Technologies Berhad
	0.949

	–3.4

	–6.4

	–53.4




	The Media Shoppe Berhad
	0.838

	–17.9

	–16.1

	–22.2






Table 4: Pearson correlation matrix



	
	EFF
	SG
	SIZE
	LEV
	TANG
	CF



	SG
	0.097

	
	
	
	
	



	SIZE
	–0.600***

	–0.046

	
	
	
	



	LEV
	–0.458**

	0.011

	0.414**

	
	
	



	TANG
	–0.418**

	0.059

	0.194

	0.504**

	
	



	CF
	–0.273

	0.220

	0.066

	0.023

	–0.214

	



	LIQ
	0.190

	–0.145

	–0.032

	–0.286

	–0.168

	–0.378*





Note: *, **, and *** denote the statistical significance at the 10%, 5%, and 1% level, respectively.

Table 4 reports the Pearson correlation coefficients. EFF are negatively correlated with four firms’ characteristics, namely SIZE, LEV, TANG, CF, and LIQ; and EFF is positively correlated with SG and LIQ, respectively. As other correlation coefficients are generally lower than 0.505 and the untabulated VIF values are all less than 1.7, we summarise that there is no multicollinearity problem for multivariate analysis1. We conduct our ordinary least squares regression analysis by employing White (1980) heteroskedasticity-robust econometrics techniques. The results are shown in Table 5.


Table 5: Regression analysis



	Variable

	OLS

	Tobit




	Coefficient

	p-value

	Coefficient

	p-value




	Intercept
	1.2718***

	0.000

	1.2718***

	0.000




	SG
	0.0049**

	0.025

	0.0049**

	0.013




	SIZE
	–0.0282**

	0.041

	–0.0282**

	0.030




	LEV
	–0.0367

	0.388

	–0.0367

	0.733




	TANG
	–0.1470*

	0.069

	–0.1470*

	0.066




	CF
	–0.1746**

	0.046

	–0.1746**

	0.036




	LIQ
	–0.0001

	0.403

	–0.0001

	0.769




	Adjusted R2
	0.449

	
	
	



	F-value
	4.264***

	
	
	



	Log-likelihood
	
	

	44.724

	




Note: *, **, and *** denote the statistical significance at the 10%, 5%, and 1% level, respectively.

The model appears to fit the data well, with highly significant F-statistics. All of the explanatory variables are negatively related to efficiency scores, with the exception of the coefficient on SG. SG is significantly and positively related to EFF, suggesting that the greater the growth in sales is, the better the intellectual capital efficiency will be. Among the negative coefficients, LEV and LIQ do not reach conventional significance level. In summary, most firms’ characteristics exercise negative influence on intellectual capital efficiency.

Also shown in Table 5 are the results of Tobit regression. As a robustness check, in line with Barros, Barroso and Borges (2005), we estimate Equation (3) using Tobit regression. The results of Tobit regression are similar to those of ordinary least squares regression.

DISCUSSIONS

In today’s challenging business environment, a software company has to efficiently manage its intellectual capital in order to gain competitive advantage. Our analysis on efficiency reveals that most companies have achieved efficiency on the scale front but not technical front, implying that scale efficiency is not a problem to them. Hence, we argue that the focus should be on their managerial skills and reduction in overinvested or underutilised intellectual capital to improve efficiency. This suggestion should augur well for inefficient software companies to become as efficient as their benchmark companies. The results also show that 20 companies have underutilised their intellectual capital to some extent during the period because they have too many employees or have plenty of idle time in terms of their structural capital usage.

In our regression analysis, it can be noted that sales growth can improve intellectual capital management efficiency of software companies in Malaysia while the other characteristics contribute negatively to this. This is probably due to sales growth serving as a motivational factor for employees to work harder and smarter; thus efficiency is achieved. Other characteristics like firm size, tangibility, and leverage will put a company in greater risk and thus, there is less initiative to invest and efficiently manage its intellectual capital. The results of our Tobit regression further corroborate the findings of our ordinary least squares regression.

In summary, Malaysian software companies should fully utilise their intellectual capital, especially human capital and structural capital and improve efficiency through greater managerial skills and best-practice initiatives. This is achievable if the companies continue to recruit and retain experienced and high-calibre employees. Additionally, they should also continue to invest in structural capital or new technology, and at the same time ensure that the capital is fully utilised and managed efficiently.

CONCLUSIONS

This study first examines the intellectual capital efficiency of Malaysian public-listed software companies by using a combination of VAICTM and DEA methodology. The findings reveal that our sample companies have greater HCE compared to SCE and CEE. From our efficiency analysis, we determined that 20 out of the 25 sample companies are not efficient in transforming their intellectual capital into tangible value and intangible value. To become efficient, we suggest that they reduce their investments in SCE because the move will provide the opportunity for the greatest potential improvement. In the second stage, we ran regression analyses to examine determinants of intellectual capital efficiency. Among the six explanatory variables (i.e. firms’ characteristics), only sales growth is significantly and positively related to intellectual capital efficiency, indicating the importance of sales growth.

There are some limitations in this study. For instance, we are unable to specify the role of managers in influencing the efficiency because we rely on secondary data. Besides, the findings are specific to a relatively small sample of Malaysian software companies and therefore cannot be generalised beyond this, unless further studies are undertaken. Future studies may employ different DEA method to study intellectual capital efficiency and future researchers can regress intellectual capital management efficiency scores on other explanatory variables such as corporate governance components.


NOTE

1.      A VIF greater than 10 is considered a rule of thumb for harmful multicollinearity (Kennedy, 1998).
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This paper investigates the preference of spot and futures markets in Malaysia for risk averters and risk seekers. The stochastic dominance approach is employed to perform the empirical analysis. It is observed that spot is preferred to futures at the downside risk whereas futures is preferred to spot at the upside profits for the entire period as well as all sub-periods. Spot dominates futures for risk averters while futures dominate spot for risk seekers. The preference of spot and futures markets for both risk averters and risk seekers are robust to crisis. In addition, the results support efficiency of both markets. In addition, several positive measures imposed by the government play a big role in stabilising the economy and sustain financial markets.
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INTRODUCTION

Futures are derivatives of spot assets and futures’ trading plays the role of price discovery. According to Floros and Vougas (2008), and Pok (2008) the futures market reflects new information before the spot market does and futures prices response quicker than spot prices when there is new information. Chen and Zheng (2008) support the argument that future prices are naturally highly related to spot prices.

Many researchers, for example, Stoll and Whaley (1990), and Tse (1995), claim that futures market has a stronger lead effect on spot index. Moreover, Kuiper, Pennings and Meulenberg (2002) show that spot price not just lead by the futures price, but fully adjust to the changes in the futures price. Hence, investors are able to transmit the futures price changes into the spot price. This means that futures price is not only the reference price in the long run, but also represent the changes of price over a large time interval.

In the case of Malaysia, Lean, Lien and Wong (2010) examine the relationship between spot and futures markets by employing stochastic dominance (SD) approach. They find that spot dominates futures on the downside risk whereas futures dominate spot on the upside profits. Findings also show that risk-averse investors prefer to buy indexed stocks, while risk-seekers are attracted to long index futures to maximise their expected utility.

This paper extends from Lean, Lien and Wong’s (2010) work by investigating the preferences of investing in spot and futures markets for risk-averse and risk-seeking investors in Malaysia. A value added to this paper is that I use the multiple structural breaks test as proposed by Bai and Perron (1998; 2003) in the analysis. The full sample period is divided into a few sub-periods endogenously based on the breaks dates that are found from the multiple structural breaks test. The endogenous structural breaks coincide with major events such as the Asian financial crisis, dot com bubble and sub-prime crisis which will provide relevancy in the examination of persistency and sustainability of these markets.

The efficiency of a market can be inferred as effective information transmission. Financial derivatives including futures can increase stock market efficiency which means effective information transmission is important. Information efficiency leads to economic efficiency which enhances economic development and sustainability.

This paper is organised as follows: literature on the relationships of spot and futures markets, and SD is reviewed in the next section. Section 3 provides the description of the data and methodologies that are employed in the study. Section 4 discusses the empirical findings and the final section concludes.

LITERATURE REVIEW

According to Ozun and Erbaykal (2009), there is unidirectional causality runs from futures market to spot market. Pok (2008) discloses that there is no significant long-run relationship between stocks and futures, whereas futures lead spot in the short run. In contrast, Maslyuk and Smyth (2009) argue that there is a significant long-run relationship between spot prices and futures prices but not in the short-run. In the short-run, there might be deviations in spot price and futures price due to thin trading, lags in information transmission, insufficient inventory level and seasonal patterns of consumption.

Herbst, McCormarck and West (1987) also show that futures prices tend to lead spot prices in the long-run than the short-run. However, the lead is unlikely to provide any profitable advantage unless it can react appropriately and promptly. Previous research tests the relationship between spot and futures returns in a linear structure. Some researchers reveal that there is nonlinear structure in the relationship between spot and futures returns and the nonlinear effect may change the pattern of leads and lags over time.

As the futures market affects the price behaviour in stock market, futures market is able to fulfill its function in directing the spot market (Floros and Vougas, 2008; Ozun and Erbaykal, 2009). Liu et al. (2008) and Floros and Vougas (2008) document that futures and spot markets move in the same direction and in a very close range. In Malaysia, Pok (2008) reports that the price discovery in futures trading is influenced by the changes in the composition of market agents. An investor may trade in futures market instead of stock market when there is new information from the futures market to stock market (Chen and Zheng, 2008). Nonetheless, Villiers (1999) argues that the relationship between futures and spot prices depends on interest rates, storage costs, dividend payment and convenience yields in a perfect market. Any influence in these factors may provide riskless return to the investors.

Some researchers argue that futures price cannot provide a reliable forecast for stock price unless there is a large variance in the expected spot price change (Kenneth, 1986). In stable markets, futures tend to lead the stock market but there is a bidirectional relationship between the two markets in highly volatile markets (Mahdhir et al., 2002). By using high-frequency intraday data of spot and futures contracts in Korea, Kang, Cheong and Yoon (2013) established a strong bi-directional causal relationship between the two markets. This finding suggests that return volatility in the spot market can influence the return utility in the futures market and vice versa.

There are various studies that investigated the effect of futures trading on the volatility of the underlying spot market (Brown-Hruska and Kuserk, 1995; Kyriacou and Sarno, 1999). Bae, Kwon and Park (2004) posit that futures’ trading increases the volatility of spot prices in Korea. Investigating the effects of returns and volatility on the Malaysian market, Pok and Poshakwale (2004) find that futures’ trading increases the spot market’s volatility. The above studies show that the effect of futures trading on the volatility of spot markets varies in different time periods and depends on the model specifications and the countries examined.

Maslyuk and Smyth (2009) claim that if two markets are cointegrated, the prices may combine and the predictability of one market can be enhanced through information contained in another market. In addition, Liu et al. (2008) clarify that enhancing the development of futures market in emerging markets can help to ensure the stability and efficient resource allocation of the spot market. Independent of one’s specific preference, if an investor switches his/her asset choice and increases his/her wealth, then, the market data show that investors can benefit and the market can be sustained.

Conceptually, market rationality within the SD framework has no difference from the conventional models. The conventional approach defines an abnormal return as an excess return adjusted to some risk measures while SD approach examines the whole distribution of returns. The advantages of using SD approach over the conventional approach such as mean-variance (MV) criterion and Capital Asset Pricing Model (CAPM) statistics have been well discussed in Chiang, Lean and Wong (2009) and the references therein. Given the imprecise knowledge of the best model, the SD approach with fewer restrictions on investor’s preferences and return distributions may help to understand the markets better.

Several researches, for example, Brooks, Levy and Yoder (1987), adopt SD to evaluate the performance of portfolios containing derivatives. In addition, Bookstaber and Clarke (1985) point out that when evaluating portfolios that include options, MV rules are not applicable because the normality assumption is violated. Booth, Tehranian and Trennepohl (1985) show that SD rules are appropriate in ranking portfolios that contain options and other assets. Trennepohl, Booth and Tehranian (1988) state that portfolios insured with options stochastically dominate uninsured assets. Brooks (1989; 1991) apply SD to compare various trading strategies for index options. Conover and Dubofsky (1995) examine similar issues on currency markets. They find that protective puts using futures options are dominated by both protective puts that use options on spot currencies and by fiduciary calls on futures contracts. Bhargava and Brooks (2002) illustrate the use of SD and expected utility in selecting appropriate hedging strategies. They find that different sets of expectations lead to different optimal hedging strategies.

DATA AND METHODOLOGY

This study uses daily spot (Kuala Lumpur Composite Index, KLCI) and futures (Bursa Malaysia KLCI Futures, FKLI) indices for the period from 15 December 1995 (the date FKLI was launched) to 30 September 2010. The daily closing prices of the KLCI were collected from Datastream, while the daily closing prices of FKLI for the spot month contracts were obtained from the Bursa Malaysia Derivatives Berhad’s website. The daily log returns, Ri,t, for both spot and futures indices, Ri,t= ln (Pi,t / Pi,t-1), where Pi,t is the daily index at day t for index i with i = S (Spot) and F (Futures), respectively. The 3-month U.S. T-bill rate and the Morgan Stanley Capital International index (MSCI) returns are used as the proxy for the risk-free rate, Rf, and the global market index, Rm, respectively, for the CAPM statistics computation.

First, Bai and Perron’s (1998; 2003) procedure is employed to detect the existence of endogenous multiple breaks in the time series of KLCI and FKLI. The entire full sample period is divided into several sub-periods based on the breaks points found. The key idea for obtaining the multiple structural breaks is to determine the number and locations of breaks in a linear regression model.

Suppose there are m multiple structural breaks (n1… nm) in the time-path of the variable being studied. The determination of structural breaks is to find the break points (ň1…ňm) that minimise the objective function (ň1… ňm) = arg min (n1… nm) RSSn (n1,… nm) where RSSn is the resulting residual sum of squares from the m linear regressions of [image: art] where yt is the dependent variable at time t, xt = (1, yt−1)T is the (2 × 1) vector of observations of the independent variables with the first component equal to unity, β is a vector of the regression coefficients, and ϵt is assumed to be independent and identically distributed with mean 0 and variance σ2.

Based on Bai and Perron’s (1998; 2003) procedure, four breaks dates were identified: 4 March 1998, 23 May 2000, 6 January 2004 and 23 November 2006. Hence, this study has five sub-periods: sub-period 1 from 15 December 1995 to 4 March 1998, sub-period 2 from 5 March 1998 to 23 May 2000, sub-period 3 from 24 May 2000 to 6 January 2004, sub-period 4 from 7 January 2004 to 23 November 2006, and sub-period 5 from 24 November 2006 to 30 September 2010. Figure 1 depicts the time series plots for both indices.
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Figure 1: Time series plot for stock and futures indices.



MV and CAPM

MV criterion and CAPM statistics are commonly used for constructing efficient portfolio and evaluation of investment performance in modern finance. Assuming there are two returns Yi and Yj with means µi and µj and standard deviations σi and σj respectively, Yj dominates Yi by the MV rule if µj ≥ µi and σj ≤ σi (Markowitz, 1952; Tobin, 1958). On the other hand, CAPM statistics includes the beta, Sharpe ratio, Treynor’s index and Jensen index (alpha) to measure performance. Readers may refer to Sharpe (1964), Treynor (1965) and Jensen (1969) for details on the definitions of these statistics.


Stochastic Dominance Approach

Hadar and Russell (1969) and Hanoch and Levy (1969) laid the foundation of SD analysis. This approach is superior to both MV approach and CAPM statistics because it requires minimum assumptions on the investor’s utility function and studies the entire distribution of returns directly. In addition, the SD rules could be used to draw preferences for risk averters as well as risk seekers on their investments.

The SD approach has been employed in many studies since 1970s to analyse many financial puzzles. SD statistical tests for risk averters are well developed in studies by Davidson and Duclos (2000), Barrett and Donald (2003), Linton, Maasoumi and Whang (2005) and others. Sriboonchita et al. (2009) and Lean, Lien and Wong (2010) modify the SD tests for risk averters to be SD tests for risk seekers.

Let F and G be the cumulative distribution functions (CDFs) of two prospects X and Y, respectively, supported by [a, b]. For j = 1,2,3, define:

[image: art]

The integral [image: art] is called the jth order ascending cumulative distribution function (ACDF), and the integral [image: art] is called the jth order descending cumulative distribution function (DCDF). The most commonly used SD rules correspond with three broadly defined utility functions: first-, second-, and third-order ascending stochastic dominance (ASD) for the risk-averters, and descending stochastic dominance (DSD) for risk-seekers. SD is defined as follows (Quirk and Saposnik, 1962; Levy and Wiener, 1998):

Definition 1:

X dominates Y by FASD (SASD, TASD), denoted by or X [image: art]1 Y or F [image: art]1 G(X [image: art]2 Y or F [image: art]2 G, X [image: art]3 Y or F [image: art]3 G) if and only if F1A(x) ≤ G1A(x) (F2A(x) ≤ G2A(x), (F3A(x) ≤ G3A(x)) for all possible x; and the strict inequality holds for at least one x; where FASD (SASD,

Definition 2:

X dominates Y by FDSD (SASD, TDSD), denoted by X [image: art]1 Y or F [image: art]1 G(X [image: art]2 Y or F [image: art]2 G, X [image: art]3 Y or F [image: art]3 G) if and only if F1D(x) ≥ G1D(x) (F2D(x) ≥ G2D(x), (F3D(x) ≥ G3D(x)) for all possible x; and the strict inequality holds for at least one x; where FDSD (SDSD, TDSD) stands for first-(second-, third-) order DSD.


Investigating the SD relationship among different prospects is equivalent to examining the choice of prospects by utility maximisation under the SD theory. The existence of SD implies that the investor’s expected utility is always higher when the investor holds the dominant asset instead of the dominated asset. For instance, the dominance of X over Y by FASD (SASD, TASD) is equivalent to the preference of X over Y by the first- (second-, third-) order risk averters. The dominance of X over Y by FDSD (SDSD, TDSD) is equivalent to the preference of X over Y by the first- (second-, third-) order risk seekers (Li and Wong, 1999). The hierarchical relationship exists in SD: first-order SD implies second-order SD, which in turn implies third-order SD. However, the converse is not true. Thus, only the lowest dominance order of SD is reported (Wong, Phoon and Lean, 2008).

Davidson and Duclos (DD) Test

Let {(fi, si)} be pairs of observations drawn from futures and spot indices with CDFs F and G respectively. For a grid of pre-selected points x1, x2…xk, the jth order DD test statistic for the risk averters, [image: art] is:

[image: art]

Where

[image: art]

in which the integrals [image: art] and [image: art] are defined in (1) for j = 1,2,3.

It is empirically impossible to test the null hypothesis for the full support of the distributions. Thus, Bishop, Formly and Thistle (1992) propose to test the null hypothesis for a pre-designed finite numbers of values x. Under the null hypothesis, DD shows that [image: art] is asymptotically distributed as the Studentized Maximum Modulus (SMM) distribution (Richmond, 1982). To implement the DD test, the null hypothesis is rejected if [image: art] is significant at any grid point.


The DD test compares the distributions at a finite number of grid points. Too few grids will miss the information in the distributions between any two consecutive grids (Barrett and Donald, 2003), and too many grids will violate the independence assumption required by the SMM distribution (Richmond, 1982). To make more detailed comparisons without violating the independence assumption, Lean, Smyth and Wong (2007) and Wong, Phoon and Lean (2008) suggest that 10 major partitions with 10 minor partitions are made within any two consecutive major partitions in each comparison.1

Following Lean, Lien and Wong (2010), the jth order DD test statistic for risk seekers (j = 1, 2 and 3) is:

[image: art]

Where

[image: art]


in which the integrals [image: art] and [image: art] are defined in (1) for j = 1,2,3.

EMPIRICAL RESULTS

Results for the Full Sample Period

Table 1 displays the results of descriptive statistics for the daily returns of KLCI (spot) and FKLI (futures) respectively for the full sample period. It shows that both mean returns of KLCI and FKLI are about the same positive values and, as expected, their difference is insignificantly different from zero. On the other hand, the standard deviation of KLCI is lower than that of FKLI and, their ratio is not significantly different from unity. Thus, the MV criterion does not indicate any preference between these two indices. In addition, both indices have about similar values of Sharpe ratios, Treynor indices, and Jensen indices respectively; with their differences to be insignificantly different from zero. Thus, the results of the CAPM statistics did not reveal any preference between KLCI and FKLI.


Table 1: Descriptive statistics of daily stocks and futures returns



	
	Whole
	Sub 1
	Sub 2



	Variable
	KLCI
	FKLI
	KLCI
	FKLI
	KLCI
	FKLI



	Mean
	1.01*10–4
	1.01*10–4
	–5.86*10–4
	–6.33*10–4
	4.52*10–4
	5.19*10–4



	Std Dev
	0.0147
	0.0184
	0.0204
	0.0234
	0.0254
	0.0335



	Skewness
	0.4679
	–0.9829
	2.0505
	0.7473
	–0.2562
	–1.2533



	Kurtosis
	53.9277
	80.5927
	27.8916
	16.5315
	27.8440
	44.0947



	Jarque-Bera
	417175
	968688
	15327
	4463
	14897
	40893



	Sharpe Ratio
	–0.0017
	–0.0014
	–0.0386
	–0.0357
	0.0102
	0.0097



	Treynor Index
	–0.0001
	–0.0001
	–0.0013
	–0.0010
	0.0009
	0.0011



	Jensen Index
	0.0000
	0.0000
	–0.0011
	–0.0013
	0.0002
	0.0002



	N
	3859
	3859
	578
	578
	579
	579



	
	Sub 3
	Sub 4
	Sub 5



	Variable
	KLCI
	FKLI
	KLCI
	FKLI
	KLCI
	FKLI



	Mean
	–1.62*10–4
	–1.66*10–4
	3.78*10–4
	3.68*10–4
	3.34*10–4
	3.33*10–4



	Std Dev
	0.0100
	0.0116
	0.0056
	0.0077
	0.0099
	0.0127



	Skewness
	–0.5734
	–0.2352
	–0.0443
	–0.2011
	–1.2853
	–0.6683



	Kurtosis
	8.2526
	4.9988
	5.2978
	4.9263
	15.0972
	6.6460



	Jarque-Bera
	1138
	166
	166
	121
	6405
	631



	Sharpe Ratio
	–0.0267
	–0.0234
	0.0458
	0.0321
	0.0268
	0.0210



	Treynor Index
	–0.0071
	–0.0016
	0.0013
	0.0007
	0.0011
	0.0007



	Jensen Index
	–0.0003
	–0.0002
	0.0002
	0.0001
	0.0003
	0.0004



	N
	945
	945
	752
	752
	1005
	1005




Note: KLCI represents spot while FKLI represents futures returns.
*p < 1%, **p < 5%, ***p < 10%.

    Moreover, the highly significant Jarque-Bera statistics for both spot and futures returns show that both returns are non-normal. The daily returns of KLCI are positively skewed, while those of FKLI are negatively skewed. Both indices have higher kurtosis than normality and FKLI has a much higher kurtosis than KLCI. The exhibition of significant skewness and kurtosis further supports the non-normality of the returns distribution, indicating that the normality assumption required by the traditional MV criterion and the CAPM measures is violated.2


Table 2: Results of stochastic dominance tests for the risk-averters and risk-seekers

[image: art]

Note: DD test statistics, [image: art], for the risk-averters and [image: art], for risk-seekers are computed over a grid of 100 on the range of the empirical distributions of KLCI (spot) and FKLI (futures) returns. Refer to (2) and (3) for the definitions of [image: art] and [image: art], respectively, with F representing FKLI (futures) and G representing KLCI (spot). The table reports the percentage of DD statistics that are significantly negative or positive at the 5% significance level, based on the bootstrap critical value. Readers may refer to Definition 1 for FASD, SASD, and TASD and refer to Definition 2 for FDSD, SDSD, and TDSD.

Table 2 displays the results of DD test to compare the preference of KLCI and FKLI. It is found that 8% (7%) of [image: art] is significantly positive (negative) for the full sample period. The hypothesis that FKLI stochastically dominates KLCI or vice versa at the first order is, thus, rejected. Together with the plot of the ASD test exhibited in Figure 2, the results from Table 2 show that [image: art] is significantly positive at the downside risk and significantly negative at the upside profit, inferring that KLCI is preferred to FKLI on the downside risk and FKLI is preferred on the upside profits. However, these results do not reject market efficiency.

In addition, Table 2 shows that 7% (8%) of [image: art] is significantly positive (negative), implying no dominance in FDSD. Together with the plot of the DSD test displayed in Figure 3, the results from Table 2 reveal that [image: art] is significantly negative at the downside risk and significantly positive at the upside profit. Results of DSD draw the same inference as ASD.

From Table 2, it is observed that 9% (11%) of [image: art] is significantly positive and no second-order (third-order) DD statistic is significantly negative at the 5% critical level. Hence, there is a dominance of KLCI over FKLI in terms of SASD (TASD) inferring that risk averters prefer to invest in spot to futures. On the other hand, 9% of [image: art] is significantly positive and no [image: art] is significantly negative at the 5% critical level. This implies that risk seekers prefer FKLI to KLCI in SDSD for the whole sample period. The results for TDSD can be drawn in the same way. Different from the conclusion drawn in the ASD test, the evidence from the DSD test shows that risk seekers are attracted to the futures index to maximise their expected utility. Therefore, risk averters prefer to invest in spot while risk seekers prefer to invest in futures and Malaysia’s spot and futures markets are efficient.


[image: art]

Figure 2: Ascending stochastic dominance for the entire period.
Note: ASDj represents [image: art] for j = 1, 2, 3. Readers may refer to (2) for the definition of [image: art] with F representing FKLI (futures) and G representing KLCI (spot).







[image: art]

Figure 3: Descending stochastic dominance for the whole period.
Note: DSDj represents [image: art] (j = 1, 2, 3). Readers may refer to (3) for the definition of [image: art] with F representing FKLI (futures) and G representing KLCI (spot).



Results for Sub-Periods

The descriptive statistics for each pair of spot and futures in each sub-period are summarised in Table 1. Table 1 shows that both mean of daily returns for KLCI and FKLI are negative in the sub-periods1 and 3 but become positive in the sub-periods 2, 4, and 5. In sub-period 2, the mean returns are the highest for both spot and futures indices. The standard deviations for FKLI are bigger than the KLCI in all sub-periods. Again, the MV criterion could not reveal any preference between spot and futures in each sub-period. On the other hand, the three CAPM statistics are negative in the sub-periods 1 and 3 and become positive in the sub-periods 2, 4, and 5. However, similar to the findings from the full sample period, none of these three CAPM statistics indicates any preference between KLCI and FKLI for all sub-periods.

Similar to the ASD results for the full sample period, results for the sub-periods also reject the hypothesis that FKLI stochastically dominates KLCI or vice versa at the first order. But, the percentages of ASD dominance are increasing. Again, [image: art] is significantly positive at the downside risk and significantly negative at the upside profit, inferring that KLCI is preferred to FKLI at the downside risk and FKLI is preferred at the upside profits.

Table 2 indicates that 2%, 6%, 11%, 20%, and 18% of [image: art] are significantly positive whereas 3%, 4%, 13%, 25%, and 17% of [image: art] are significantly negative for the 1st, 2nd, 3rd, 4th and 5th sub-periods, implying no dominance in FDSD. [image: art] is significantly negative at the downside risk and significantly positive at the upside profit. This result draws the same inference as the above that KLCI is preferred to FKLI at the downside risk and FKLI is preferred at the upside profits for all sub-periods. Hence, risk-averse investors would prefer the spot index whereas risk seekers prefer futures index in all sub-periods but do not reject market efficiency hypothesis.

On the other hand, a dominance of KLCI over FKLI is exhibited in terms of SASD and TASD and a reverse dominance in terms of SDSD and TDSD for all sub-periods. This implies that risk-averse investors would prefer the spot index whereas risk seekers prefer futures index in all sub-periods. However, there is a stronger evidence of SD for both risk averters and risk seekers in the sub-periods 3, 4, and 5 than the 1st and 2nd sub-periods. This implies that risk-averse investors strongly prefer KLCI to FKLI, whereas risk seekers strongly prefer FKLI over KLCI after May 2000. The results may suggest that investors had gained more confidence in the Malaysian financial markets after several positive measures were adopted to tackle the Asian financial crisis.

In short, this study concludes that the preference of spots and futures markets for both risk averters and risk seekers are robust to crisis. In addition, the results support efficiency of both markets. The measures taken by the government were positive as they managed to stabilise the economy and sustain the financial markets.

CONCLUSION

This paper examines the preferences of risk-averse and risk-seeking investors on investing in spot and futures markets in Malaysia. It is found that risk-averse (risk-seeking) investors will increase their expected utility but not necessarily their wealth by switching from futures (spot) to the spot (futures). Nevertheless, the existence of the second- and third-order SD does not imply the existence of any arbitrage opportunity or the failure of market efficiency regardless of the time periods. Therefore, it is concluded that although the spot index does not outperform the futures index or vice-versa from a wealth perspective, risk-averse investors prefer to invest in the spot to futures market whereas risk-seeking investors prefer to invest in futures to spot market, in order to increase their expected utility.

In equilibrium, the number of trade that risk averters buy spot and/or short selling futures matches with the number of trade that risk seekers buy futures and/or short selling spot. In this situation, there is no pressure to push up or down neither the price of spot nor futures while both risk averters and risk seekers can still obtain what they desire. Under this circumstance, the market is still efficient and investors are still rational.
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NOTES

1.      Refer to Lean, Wong and Zhang (2008) for the reasoning.

    2.      Both series are I(1) based on the unreported ADF unit root test.
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Intention to return to work is based on employees’ perception of the likelihood or the probability of going back to work after a prolonged illness caused by work-related injuries or other illnesses. Based on the Theory of Planned Behaviour, this study proposes that employees’ attitude, subjective norms, and perceived behavioural control will influence their intention to return to work. Data were gathered through a questionnaire administered to 160 SOCSO’s insured persons, located all over Malaysia. Using the partial least squares (PLS) analysis method, we found that attitude and subjective norms have positively influenced intention to return to work among respondents. Perceived behavioural control however, has a non-significant impact on respondents’ intention to return to work. The study offers plausible explanations for the results and discusses the theoretical and practical ramifications of the results.

Keywords: intention to return to work, attitude, subjective norms, perceived behavioural control

INTRODUCTION

One of the major problems that employees can possibly face during their employment is prolonged sickness and work-related injuries that forces them to go on leave. Absence from work not only causes financial setback to organisations, it also has severe consequences to the employees, themselves. For instance, employees who are absent due to long-term sickness will undergo the possible risks of social isolation, job insecurity, instability of income, loss of competency (Vlasveld et al., 2012). Prolonged duration of absence will affect employees’ work efficiency and diminish work skills, which in turn affect the expected effectiveness when they return to work.

Since injured or sick employees need to be hospitalised for a certain period of time or stay at home to recover from injuries or illnesses, they are bound to experience negative emotions, such as reduced self-confidence, low life commitment, loss of interest in meaningful activities, and “empty” moods. All these can have serious implications on their intention to return to work. If employees withdraw themselves from the workplace because of the aforesaid reasons, there will be substantial impact on organisations as employees are among the most valuable assets for organisations to gain a competitive advantage over others. Without adequate manpower, organisations would not be able to strategise and execute their action plans accordingly. This will yield unwanted repercussion related to their business performance (Taylor, 2002).

Besides, employees who undergo prolonged treatment contribute to increased operational cost because employers need to recruit new staff or train existing employees to undertake certain tasks. On top of that, employers are also responsible for employees’ compensation, such as paid medical leave. Hence, the impact may be detrimental to organisations, especially in terms of financial standing and productivity if it involves a substantial number of employees.

In Malaysia, the Social Security Organization (SOCSO) which is a statutory body provides social insurance, such as medical and cash benefits, provision of artificial aids and rehabilitation to injured or ill employees by means to assist them to reduce the sufferings and to provide financial guarantees and protection to their family (Syed Raisudin, 2000). In 2007, SOCSO has launched “Return to Work Program” to help employees and employers in a more holistic approach of disability management. This program aims at preventing re-occurrence of turnover, fostering an early and safe return to employment, and allowing employees to maintain their benefits and income levels.

Based on SOCSO statistics from 2007 till 2011 (Figure 1), it can be noted that there has been a steady growth in the number of insured persons who have successfully returned to work via this program. This suggests that through effective treatment, rehabilitation and specific case management, people are able to return to work effectively although they had previously suffered from injury and/or illness. This, inadvertently, helps employers to benefit in terms of human capital.

In relation to the above discussion, it is important to explore all the factors that influence an employee’s decision to return to work after prolonged leave to further enhance the effectiveness of organisational support systems such as the “Return to Work Program.” Therefore, in accordance to the Theory of Planned Behaviour, this study aims at examining the influence of three predictors, namely attitude, subjective norms, and perceived behavioural control, on intention to return to work among SOCSO’s insured employees.



[image: art]

Figure 1: Number of successful return to work cases after undergoes “Return to Work Program,” 2007–2011.
Source: Social Security Organization (2012).



INTENTION TO RETURN TO WORK

According to De Rijk et al. (2009), the intention to return to work can be conceptualised as the level of motivation to return to work. This could be influenced by one’s attitude and commitment, and whether he/she is able to return to work based on the seriousness of injury and/or illness (De Rijk et al. 2009). In essence, a higher intention to return to work will lead to a higher level of motivation to get back to work after recovering from an injury or illness. In other words, the intention to return to work is employees’ perception of their likelihood to return to work after a prolonged period of absence due to sickness or other work-related injuries.

A behaviour that indicates the extent to which an individual is willing to attempt or to prepare in performing particular actions is assumed to be the behavioural intention. Behavioural intention can be expressed via one’s behaviour – whether he/she wants to perform a certain behaviour or action. Behavioural intention has been widely used in predicting the actual action, including return to work by scholars such as Vermeulen et al. (2011). Thus, the basic understanding of intention is that the higher the probability of the behaviours to be performed, the better the chances of the individual to have the intention to engage in that particular behaviours or actions.


ATTITUDE

Attitude is an individual’s overall judgment and assessment of behaviour (Ajzen, 1991). This means that attitude towards behaviour can be reflected by the evaluation of behaviour together with its expected outcome. Individual attitude, an important component in human perception, influences individual behavioural intention. Thus, the intention to perform certain behaviour is contingent upon an individual’s perceived attitude. Individuals tend to have intention to perform a particular action when attitude is formed based on the outcomes of evaluation. In the context of work inability, attitude has been defined as an individual’s evaluation of their health status regarding their continued inability or capability to continue their employment, which may lengthen or shorten the period of work inability (Brouwer et al., 2009).

A study by De Rijk et al. (2009) found that employees’ attitude will influence their behavioural intention to engage in a particular action, such as return to work after long-term sickness or absence. For instance, employees who suffered injury or illness may feel that they do not want to resume work immediately since they receive their salaries even though they are hospitalised. However, if they face financial constraints due to depleted savings etc., they may return to work quickly so that they are able to continue supporting themselves and their families. Hence, employees’ attitude will influence their intention to return to work after prolonged absence due to illness or injuries. Based on the above discussions, it is theorised that:



	H1:
	Attitude has a positive and significant impact on intention to return to work.




SUBJECTIVE NORMS

Subjective norms are an individual’s perception of the social pressure to perform or not to perform the target behaviour (Ajzen, 1991; Francis et al., 2004). It can also be defined as the individual’s perception of other people’s views and thoughts on the suggested behaviour. These perceptions can play an influential role and put pressure on an individual to perform a particular behaviour, such as return to work. This means that subjective norms of an individual depend on his or her perception about the thoughts of significant others (e.g. family members, friends, colleague, and the immediate supervisor) on their performed behaviour (Brouwer et al., 2009; Vermeulen et al., 2011).

Individuals tend to act and perform the recommended behaviour as expected by their family, friends and immediate supervisor. For instance, an injured employee may lengthen the period of leave because his/her family wants him/her to rest at home. On the other hand, an employee, who has been pressurised by the immediate supervisor on job security, may have the intention to return to work immediately after a long-term absence. Therefore, subjective norms may have a bearing on individual’s behavioural intention. Based on the aforesaid assertions, it is hypothesised that:



	H2:
	Subjective norms have a positive and significant impact on intention to return to work.




PERCEIVED BEHAVIOURAL CONTROL

Perceived behavioural control is an individual’s belief about his or her capabilities of exhibiting certain behaviours (Brouwer et al., 2009). Similarly, Francis et al. (2004), asserts that perceived behavioural control can be conceptualised as people’s ability to have control over their behaviour and their level of confidence in their ability to perform or not to perform. Therefore, an individual’s belief will influence the individual’s behavioural intention and stimulate him/her to perform the target behaviour. In this context, perceived behavioural control may exert an impact on employees’ intention to return to work.

As noted earlier, people’s behavioural intention is strongly influenced by their level of confidence in performing the actual behaviour. For example, if employees feel that they are still weak to resume working, they might continue to be on medical leave. However, if they are positive about returning to work even though they may not have fully recovered from injury or illness, they might go back to work and perform their jobs in an effective and efficient manner. Therefore, this study proposes that:



	H3 :
	Perceived behavioural control has a positive and significant impact on intention to return to work.




RESEARCH FRAMEWORK

Figure 2 depicts the proposed framework of this study. It consists of four variables, namely attitude, subjective norms, perceived behavioural control, and intention to return to work. Based on the Theory of Planned Behaviour (Brouwer et al., 2009), it is posited that behavioural predictors, such as attitude, subjective norms and perceived behavioural control, have exerted a positive impact on individual intention. Accordingly, a priori proposition was made in which attitude, subjective norms, and perceived behavioural control may influence intention to return to work among SOCSO’s insured employees.



[image: art]

Figure 2: Research framework.



METHODOLOGY

Population and Sampling

The unit of analysis in this study is SOCSO’s insured persons, who participated in the “Return to Work Program”. They comprise those who claimed for Employment Injury Scheme or Invalidity Pension Scheme, and have suffered from injuries or illnesses that lasted a minimum of four weeks of absence due to sickness. The data was collected from each person, who meets the aforementioned criteria.

Based on the number of SOCSO’s insured persons in each branch, this study employed a stratified sampling method. This method was used because it can provide richness and accuracy of data from respondents of different stratums. This method is considered practical to this study because it is aimed at obtaining differentiated information from various stratums but with certain limitations, such as time and cost (Cavana, Delahaye and Sekaran, 2001; Hair et al., 2007; Sekaran, 2003). Importantly, this sampling technique can help ensure homogeneity within a group, i.e. SOCSO’s insured persons in a particular branch and heterogeneity across groups, i.e. different branches of SOCSO (Cavana, Delahaye and Sekaran, 2001; Hair et al., 2007).

In the sampling process, respondents were first divided into mutually exclusive groups or stratum, i.e. branches. On this basis, it was assumed that there is heterogeneity across groups (i.e. SOCSO’s branches) but there was homogeneity within each group (i.e. SOCSO’s insured persons). Since the reported numbers of samples (i.e. SOCSO’s insured persons) for each branch is not equal, disproportionate stratified sampling was employed.


A total of 210 questionnaires were distributed to SOCSO’s insured employees located all over Malaysia via 35 participating case managers (i.e. representative for the branches). A total of 160 sets were returned and usable for further analysis, which reflects a 76.2% response rate.

Measurement and Instrumentations

Self-administered questionnaires were used for data collection. The questionnaires comprised three sections with 15 items measuring both independent and dependent variables. Specifically, there were four questions to gauge attitude, subjective norms, and perceived behavioural control, respectively while three items were used to assess intention to return to work. Each items used a 7-point Likert scale with the following responses: 1-strongly disagree, 2-disagree, 3-slightly disagree, 4-neutral, 5-slightly agree, 6-agree and 7-strongly agree. All items for measurement were adapted from Mehrdad et al. (2010). The questionnaire also elicited demographic details, namely gender, age, marital status, education, monthly income, type of injuries and job status.

FINDINGS

Demographic Results

The respondents comprise 121 males and 39 females. A total of 35% of the respondents are between 31–40 years old. In terms of salary, 29.4% of the respondents receive a monthly income between RM500–RM1000. The majority of the respondents or 60.6% are married and 50% are Malaysian Certificate of Education (Sijil Pelajaran Malaysia, SPM) certificate holders. Additionally, 68 or 42.5% of the respondents stated that they were still on medical leave while 42 of the respondents were on treatment or rehabilitation.

Validity and Reliability Analyses

Data were analysed using Smart Partial Least Square (PLS) 2.0. As shown in Table 1, the factor loadings of all observed variables or items are generally high, ranging from 0.635 to 0.957. However, SN2 (i.e. second item of subjective norms) was deleted from further analysis due to its low loading value and this factor also cross loaded onto other factors. Next, factor loadings, composite reliability, and average variance extracted (AVE) were used to measure convergence validity. As depicted in Table 1, the loadings for all items exceeded the recommended value of 0.50, as suggested by Hair et al. (2010). Besides that, composite reliability (CR) values were also observed to examine the degree to which the items consistently represent the hypothesized latent construct. The value of CR for all factors ranged from 0.850 to 0.959, which are above the acceptable value of 0.7 (Hair et al., 2010). The AVE for all constructs were also greater than the cut off value of 0.50 (Barclay, Higgins and Thompson, 1995). Thus, based on the results, it can be concluded that the measurement model of all variables in this study demonstrated adequate convergent validity.


Table 1: Results of measurement model



	Model construct
	Measurement item
	Loading
	CRa
	AVEb



	Attitude
	Att1
	0.867
	0.855
	0.600



	
	Att2
	0.637
	
	



	
	Att3
	0.852
	
	



	
	Att4
	0.718
	
	



	Subjective norm
	SN1
	0.692
	0.850
	0.657



	
	SN3
	0.843
	
	



	
	SN4
	0.883
	
	



	Perceived behavioural control
	PBC1
	0.857
	0.852
	0.592



	
	PBC2
	0.772
	
	



	
	PBC3
	0.797
	
	



	
	PBC4
	0.635
	
	



	Intention to return to work
	Intent1
	0.927
	0.959
	0.887



	
	Intent2
	0.957
	
	



	
	Intent3
	0.942
	
	




a Composite reliability (CR) = (square of the summation of the factor loadings)/{(square of the summation of the factor loadings) + (square of the summation of the error variances)}
b Average variance extracted (AVE) = (summation of the square of the factor loadings)/{(summation of the square of the factor loadings) + (summation of the error variances)}

Table 2 displays the results of the discriminant validity of all variables in this study. According to Fornell and Larcker (1981), AVE should be more than the correlation squared of the two constructs to support discriminant validity. As shown in Table 2, each AVE value is more than correlation squared, thus discriminant validity is supported, suggesting that there is no multicollinearity of items in representing their hypothesised latent factors. Additionally, Cronbach’s alpha coefficient was used to assess the inter item consistency of measurement items. As depicted in Table 2, all alpha values are above 0.60, as suggested by Nunnally and Berstein (1994). As such, it can be concluded that all measurements in this study are reliable.


Table 2: Discriminant validity of constructs
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Note: α = Cronbach’s alpha; Diagonals (in bold) represent the AVE while the other entries represent the squared correlations.

Descriptive Analysis

Descriptive statistics of means and standard deviations were obtained from the independent and dependent variables. All variables were measured on a 7-point Likert scale (1 = strongly disagree to 7 = strongly agree). The mean values for intention to return to work, attitude and subjective norms were 5.627, 5.302 and 5.231 respectively. Perceived behavioural control showed a relatively low mean values compared to attitude and subjective norms. Table 2 illustrates the mean and standard deviation values for all variables.

Partial Least Square (PLS) Analysis

Figure 3 depicts the structural model derived from the partial least squares (PLS) analysis and Table 3 presents the results of the PLS analysis. The R2 value was 0.588 indicating that attitude, subjective norms, and perceived behavioural control explained 58.8% of variance in the intention to return to work.

The results of the study also showed that attitude had a significant and positive influence on intention to return to work among respondents (β = 0.503, p < 0.01). In a parallel fashion, subjective norms were also found to have a substantial impact on intention to return to work (β = 0.378, p < 0.01). Conversely, perceived behavioural control was found to be a non-significant predictor of intention to return to work among SOCSO’s insured individuals (β = –0.035, p > 0.01). Hence, H1 and H2 were supported whereas H3 was rejected. Additionally, of all the three predictors examined in this study, attitude was found to be the most significant factor in determining intention to return to work among SOCSO’s insured employees.
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Figure 3: Hypothesised structural model: Relationships between attitude, subjective norms, perceived behavioural control and intention to return to work.




Table 3: Path coefficients and hypothesis testing



	Hypothesis
	Relationship
	Coefficient

	t value

	Supported




	H1
	Attitude → Intention to return to work
	0.503
	5.748
	Yes



	H2
	Subjective norms → Intention to return to work
	0.378
	5.219
	Yes



	H3
	Perceived behavioural control → Intention to return to work
	–0.035
	0.515
	No




DISCUSSION

Based on the Theory of Planned Behaviour, the research framework theorised that individual attitude, subjective norms, and perceived behavioural control impacted their intention to return to work. The results of this study provide a modest support for the model. The statistical results showed that attitude and subjective norms had influenced intention to return to work. Importantly, attitude was reported to be the most important factor that predicted the intention to return to work among respondents. This finding is consistent with Brouwer et al. (2009), who found that employees’ attitude is related to their intention to return to work. This suggests that SOCSO’s insured persons tend to possess a high level of intention to return to work after long-term sickness or absence, if they have positive judgment towards such behavioural outcomes. This means that insured persons will firstly assess their health status before they decide on whether or not they are able to return to work after long-term sick leave. If they perceive that they are in healthy condition, they will be more likely to be back at work and perform their job responsibilities once their medical leave ends.

Besides individual attitude, subjective norms are also significant predictors of the intention to return to work. In this study, the respondents also took into account the social pressure from their surroundings. The pressure from family, friends, colleagues, and immediate supervisor potentially influence employees’ behavioural intention, which is to return to work immediately after long-term sickness or absence. The results indicate that respondents are concerned and influenced by the opinion and thoughts of others regarding their intended behaviour. Therefore, they tend to behave in accordance with the expectation of these individuals. For instance, immediate supervisors may want their subordinates to return to work immediately after they have recovered from injury or illness. This is to ensure that human capital costs can be minimised and the individual’s job security is maintained. In a similar vein, such views may be shared and supported by one’s colleagues, friends and family, which will indirectly urge an employee to return to work after long-term sickness or absence. This notion has been supported by the study of Vermeulen et al. (2011), who reported that injured or ill employees tend to have high intentions to return to work, if they continue to experience pressure or encouragement from their significant others. Hence, it is evident that social pressure had substantially influence the respondents’ intention to return to work.

On the other hand, the results of this study show that perceived behavioural control had no influence on intention to return to work among SOCSO’s insured employees. One plausible justification for the non-significant empirical linkage between perceived behavioural control and intention to return to work is attributed to respondents’ present health status. Since data were collected during the period where respondents were still undergoing medical treatment or in the process of recovering from injury and illness, they might feel that their present health and physical statuses do not allow them to return to work. This perception, to a certain level, would influence their behavioural intention of not returning to work after long-term sickness or absence. This finding was corroborated by Brouwer et al. (2009) and Smith et al. (2008), who asserted that perceived behavioural control had a non-significant relationship with employees’ behavioural intention. In other words, respondents may plausibly feel that they are not fit enough to resume working and this bears no substantial impact on their intention to return to work after long-term sickness or absence.

IMPLICATIONS, RECOMMENDATIONS AND CONCLUSIONS

Findings of this study provide theoretical as well practical ramifications. Based on the literature, the Theory of Planned Behaviour has been used extensively in predicting various behavioural outcomes, such as consumers’ buying behaviour (Haghighi, Rahrovy and Vaezi, 2012), Internet tax filing intention (Ramayah et al., 2009), occupational choices (Arnold et al., 2006), job search intention (Van Hooft & De Jong, 2009), gambling behaviour (Martin et al., 2010), and business decision (Southey, 2011). However, there is very limited research on intention to return to work that has adopted the Theory of Planned Behaviour as its underlying theory. As such, in terms of theoretical ramification, this study has to some extent contributed to the knowledge in this field of research. More importantly, this study has successfully filled the research gap pertaining to the assessment of injured or ill employees’ intention to return to work, particularly in the context of safety and health. In other words, this study has given additional empirical evidence in the growing body of literature on intention to return to work and Theory of Planned Behaviour from the occupational safety and health perspective.

As for practical implications, this study has contributed in terms of developing guidelines on the improvement of SOCSO’s rehabilitation plan and “Return to Work Program.” The findings showed that employees’ attitude and subjective norms will influence their intention to return to work after long-term sickness or absence. By identifying the predictors of the behavioural intention of the injured or ill employees, various parties such as doctors, therapists, counsellors, and service providers could join efforts with the management of SOCSO’s “Return to Work Program” in designing a more comprehensive rehabilitation plan for employees at large. In addition to treatment facilities and medical treatments for injured or ill employees, the management of “Return to Work Program” must also get help from doctors, therapists, especially counsellors and service providers to give continuous psychological treatment, such as social and emotional support to injured or ill employees. Importantly, family members of injured or ill employees also need to get involved to provide support so that affected employees build a positive attitude to return to work. The success of SOCSO’s “Return to Work Program” and rehabilitation plan will benefit both the organisations and employees. Through such programs, injured and ill employees can develop a higher level of confidence in their ability to take up job responsibilities when they are back at work. Furthermore, such programs can facilitate and assist injured or ill employees to become more committed and productive after enduring certain injuries or illnesses. Employers can also benefit from this program because various costs related to employee development, such as training and staffing, can be minimised.

On the whole, the findings of this study have paved opportunities for future research. Firstly, future researchers may consider collecting qualitative data to gather a more in-depth understanding of this particular issue. Researchers can also focus on the type of injuries or illnesses, which may serve as a moderator on the relationship between behavioural determinants and the actions of return to work.


Taken together, the research results provide support for the key propositions. Most importantly, this study has succeeded in achieving its objective to analyse the empirical link between attitude, subjective norms, perceived behavioural control and intention to return to work. The results have suggestive evidence for injured or ill employees’ perception in the prediction of their behavioural intention. This finding might be useful in assisting related parties to develop various intervention programs in encouraging employees on long-term absence to return to work.
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This paper investigates the factors associated with entrepreneurial inclination among undergraduate students in Malaysian universities. Among others, the influences of personal attributes, family and peer, and entrepreneurship education on the students’ inclination towards entrepreneurship are examined. Self-administered questionnaires were distributed to accounting students at three public universities in Klang Valley. About 178 questionnaires were completed and were found to be usable for the purpose of the study. Hierarchical multiple regression analysis and t-tests were employed to analyse the data. Generally, the results of the study indicate that the respondents have a positive inclination towards entrepreneurship. The hierarchical regression results show that personal characteristics, family influence, entrepreneurial education have positive and significant influence on the students’ intention to be entrepreneurs when the variables are added into the equation. However, gender is not an important factor in influencing the students to choose entrepreneurship as their future career pathway.
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INTRODUCTION

Entrepreneurship is a vital cog in the economic performance of nations around the globe (Arifatul Husna et al., 2010) as it has the capacity to create adequate jobs opportunities that reduce employment rates (Kulasagaran, 2010). Entrepreneurship activities also contribute towards the revitalisation of the economy of developed countries and act as the engine of economic progress and job creation in developing countries (Yusof, Sandhu and Jain, 2007).

Quite naturally, then Malaysia, as a fast developing country in this region has placed importance on entrepreneurship and identified it as one of the long term strategies that is capable of reducing the rate of unemployment (Mazura and Norasmah, 2011). Employment statistics indicated that new graduates were facing problems to secure employment despite having the necessary qualifications (Puspadevi, 2011; MITI Weekly Bulletin, 2013). One reason attributed to this was the fact that these graduates were looking for employment opportunities from the government and private sectors (Yusof, Sandhu and Jain, 2007).

Based on this observation, the government, thus, decided to give attention to entrepreneurial programs in the Ninth Malaysian Plan (2006–2010). However, the programs did not yield the desired results and unemployment rates were still high. For instance, statistics from 2009 indicated that 30% of 170,000 graduates in the previous three years were still unemployed (News Image Bank [NiB], 2009). Puspadevi’s study in 2011 also found that there was an increase of jobless graduates from 65,500 to 71,600 in the first quarter of 2011. Keat, Selvarajah and Meyer (2011) argue that in today’s competitive job environment, job opportunities are inevitably limited and thus one must compete to secure a job as supply of jobs are limited. Thus, entrepreneurship becomes an important avenue to create more jobs in the market.

In line with the aim of creating more entrepreneurs, the government has initiated various measures to encourage Malaysians to get involved in entrepreneurship. In its 2012 annual budget, the government allocated RM100 millions for soft loans, to help entrepreneurs purchase machines, raw materials and other basic materials to start businesses. In addition, entrepreneurship programs are also organised by the Ministry of Higher Education to expose our youth and graduates to the concept of entrepreneurship, to nurture their awareness and interests and to help them to discover opportunities in the business world. The Ministry of Education has also taken initiatives to encourage Malaysian students and to get involved in entrepreneurship activities. Among others, entrepreneurship subjects and courses related to entrepreneurship have been introduced in primary and secondary schools, as well as at university level. At universities, undergraduates are exposed to an entrepreneurship courses that provides them with the opportunity to plan and prepare budgets, organise business activities, manage problems during the execution of the activities and revise the plans if necessary. This course is introduced in all public universities in Malaysia, and most of the universities make it compulsory for the students to enrol for the course before they graduate.

Despite all these initiatives, it is noted that Malaysian youths have not really picked up the culture of entrepreneurship and thus more needs to be done. Statistics show that only 2.4% of Malaysian graduates become entrepreneurs upon graduation (Azlan, 2009). The number of graduates who attend entrepreneurship programs organised by various ministries is also not very encouraging. It was reported that, out of 170,000 graduates produced yearly, only about 10,000 graduates attend entrepreneurship-related programs organised by the Ministry of Higher Education each year (News Image Bank [NiB], 2009). This indicates that there is a gap between the government’s expectation and the actual level of graduates’ involvement in entrepreneurship. Hence, this study is conducted to investigate Malaysian graduates’ perspectives on entrepreneurship activities and examine the factors that influence their intention to be entrepreneurs. This is based on the claim that entrepreneurship intention can be used to predict their future involvement to venture into business, which will provide invaluable information for the government to draw out new guidelines and start new initiatives.

LITERATUTE REVIEW AND HYPOTHESES DEVELOPMENT

The term entrepreneurship has different kinds of interpretations in existing literature as different scholars have defined the term based on their own contexts and perceptions. In Chell, Haworth and Brearley (1991) there is no universally accepted definition for entrepreneurship, which has originated from a French verb that is pronounced as “entreprendre” (Kirby, 2004).

Some of the more recent definitions posit that entrepreneurship refers to one’s own business and involves broad concepts such as work attitude that emphasises self-reliance, initiative, innovativeness and risk-taking (Bruyat and Julien, 2001). Entrepreneurship also leads to the enhancement of skills to serve consumers and is viewed as a process of innovation, which creates new ventures (Kuratko and Hodgetts, 2004). Timmons (1989) defines entrepreneurship as the ability to create and build something from practically nothing, which includes initiating, doing, achieving and building an enterprise.

As discussed in the previous section, entrepreneurship is considered as the main driver of economic growth in most countries (Muhammad, Akhbar and Dalzied, 2011) and is a permanent concern in most countries since new and small firms are the major contributors to new jobs in the country (Mazura and Norasmah, 2011). Thus, a study on the inclination of students’ intention to be entrepreneurs is very important to promote entrepreneurship at the national level, especially to encourage fresh graduates and youth to get involved in this field and make it their career.

Previous studies that had examined students’ intention to be entrepreneurs mainly focused on demographic factors such as age, gender, education level and family background (Keat, Selvarajah and Meyer, 2011). Others examined students’ intention to become entrepreneurs in relation to perceived behaviour control, perceived support and perceived barriers (Ahmad Yasruddin, Nik Abdul Aziz and Nik Azyyati, 2011), theory of planned behaviour and entrepreneurship (Gelderen et al., 2008; Arifatul Husna et al., 2010), importance of entrepreneurship education (Mazura and Norasmah, 2011; Kirby, 2004), and entrepreneurship barriers and entrepreneurship inclination (Sandhu, Sidique and Riaz, 2011).


Based on the findings of previous studies that claim demographic characteristics (such as gender, perceived skills and ability and personal learning style) and family background to be important variables that influence the students’ inclination towards entrepreneurship (Keat, Selvarajah and Meyer, 2011), this study will also use these variables.

Demographic and Personal Attributes

A study by Aziah, Abdul Ghani and Ahmad Tajuddin (2010) indicates that there is a significant difference between a male and female undergraduates’ perception towards various aspects of entrepreneurship and they find that the mean value of female’s perception is higher than that of males. However, men are said to have more self-confidence in business than women (Wilson, Marlino and Kickul, 2007; Maimunah, 1996). The main difference between male and female involvement in entrepreneurship can be noted in terms of entrepreneurial self-efficacy and managerial skills (Wilson, Marlino and Kickul, 2007). There have also been claims that females show more interest in entrepreneurship education to enhance their skills, face challenges in their careers and build networks with local businessmen compared to males (Aziah, Abdul Ghani and Ahmad Tajuddin, 2010).

On the whole, studies indicate that the number of women who own businesses is increasing rapidly in Africa, Asia, Eastern Europe and Latin America are (Jalbert, 2000) and the majority of the 6.7 million privately held companies in the USA are women owned businesses (Wilson, Marlino and Kickul, 2007). In Malaysia, there has also been an increase of women entrepreneurs in the past two decades due to economic recession and increased rate of unemployment in the mid-1980s (Maimunah, 1996). Thus, it is hypothesised that:



	H1:
	Gender has positive influence on students’ entrepreneurial inclination




Personal skills, attributes and behaviour may also influence and determine whether one can become a successful entrepreneur in the future (Kirby, 2004). High self-confidence and good personal skills are among the important factors that influence success in entrepreneurship (Hamidi, Wennberg and Berglund, 2008). Kolveried (1996) notes that a high level of self-confidence is positively related to a higher intention to become self-employed.

In terms of behavioural traits, students who have participated in learning networks are better aware of their abilities to exploit business opportunities (Bergh, Thorgren and Wincent, 2011) and thus, are expected to be more interested in business. Besides, management and technology skills which can be learnt in entrepreneurship courses have also influenced students’ intention to choose entrepreneurship as future careers (Love, Lim and Akehurst, 2006). Thus, it is hypothesised that:



	H2:
	Students’ perceived personal skills, attributes and abilities have a positive influence on students’ entrepreneurial inclination.




Learners who are independent are also known to have shown a higher intention to become entrepreneurs because they are better able to recognise opportunities to start businesses, to venture in new projects and obtain capital through debts and other financing (Kirby, 2004). In addition, it has been noted that students who like to work independently have a greater inclination to become entrepreneurs as entrepreneurship activities requires problem-solving in real world situations that these students are capable of solving (Hynes, Costin Birdthistle, 2011).

Furthermore, an independent learning approach would provide the guidance for business planning, development and market identification to set up or run a business (Temtime, Chinyoka and Shunda, 2004). Consequently, students’ intention to become entrepreneurs is greater because it provides exposure in marketing, finance and human resource management and a greater understanding of business management (Colff, 2004). Thus, it is hypothesised that:



	H3:
	Students’ personal independent learning approaches have a positive influence on students’ entrepreneurial inclination.




Family and Peers’ Influence and Image of Entrepreneurs

There is wide documentation that family businesses normally begin from an individual member of the family who develops the business and later involves the other family members (Davis, 1996). Thus, family influence is an important factor that provides the background experience and motivation for students to lead entrepreneurial activities (Bagheri and Pihie, 2010). This claim is supported by Anderson, Jack and Drakopoulou (2005) who agrees that social relations and networks play an important role to develop good entrepreneurs. In a related study, Robson and Bennet (2000) posit that families and friends act as the preferred source of advice for small-medium enterprise owners. Basically, new graduate entrepreneurs rely on informal sources such as family members, colleagues and social networks as well as universities (Greene and Saridakis, 2007) for support and guidance in business.

Furthermore, family or peer businesses are also known to inspire fresh graduates by providing a supportive environment which gives them information and resources to start a business after they graduate (Bagheri and Pihie, 2010). For instance, parents play an important role in developing students’ entrepreneurial self-efficacy by encouraging them to get involved in businesses which develops their entrepreneurial intention (Bagheri and Pihie, 2010). Similarly, friends who are involved in entrepreneurship also play important roles and act as role models (Keat, Selvarajah and Meyer, 2011) for others who need advice, and even capital to start businesses (Schaper and Volery, 2004). Therefore, peer influence may also affect the graduates’ decision to become entrepreneurs (Nanda and Sorensen, 2006). Thus, it is hypothesised that:



	H4:
	Family involvements in business have a positive influence on students’ entrepreneurial inclination.



	H5:
	Family and peers have a positive influence on students’ entrepreneurial inclination.




In addition, the image of entrepreneurship can also influence students’ inclination towards entrepreneurship (Bergh, Thorgren and Wincent, 2011). A success story of an entrepreneur would be able to motivate and increase the intention of a student to become an entrepreneur (Love, Lim and Akehurst, 2006). Such successful stories will encourage students to have positive views about entrepreneurship and will raise their desire to become role models for others in the future (Sriram, Mersha and Herron, 2007). Thus, it is hypothesised that:



	H6:
	Image of successful entrepreneurs has a positive influence on students’ entrepreneurial inclination.




Entrepreneurship Education and University’s Role

Prior studies indicate that entrepreneurship education may help graduates to be successful entrepreneurs (Pickernell et al., 2011). Entrepreneurship education can encourage students to set up their own businesses (Kirby, 2004), by providing them with business management skills to integrate experience, skills and knowledge to start new ventures (Mazura and Norasmah, 2011). Entrepreneurship courses also raise awareness by providing students with general information about entrepreneurship that makes students to think of entrepreneurship as a career (Kirby, 2004). The programs usually provide opportunities for students to learn from real life practical experiences (Hynes, Costin and Birdthistle, 2011) and inspire the students to change their mind sets (Hamidi, Wennberg and Berglund, 2008). They are also known to motivate students to assess the possibilities of starting new businesses (Delmar and Davidson, 2000) and thus, provide them with a higher intention to start their own business in the future (Hamidi, Wennberg and Berglund, 2008).


Thus, it can be seen that the main focus of entrepreneurship education is to provide a basic knowledge of entrepreneurship (Greene and Saridakis, 2007). Students gain new and much-needed skills to interact with the marketplace as they are provided a chance to integrate creativity and skills during their course (Hamidi, Wennberg and Berglund, 2008). Hence, these programs should increase their interest to become entrepreneurs (Mazura and Norasmah, 2011) because it increases their business knowledge such as human resource management, business failure signs and causes, general management, advantage on business planning and innovative problem solving (Love, Lim and Akehurst, 2006). In addition, they also encourage understanding and skills development such as strategy development and implementation, and managerial decision making (Hynes, Costin and Birdthistle, 2011). Thus, it is hypothesised that:



	H7:
	Entrepreneurship curriculum and contents have positive influence on students’ entrepreneurial inclination.




It is further claimed that schools and universities should play an active role in promoting entrepreneurship education since they are the most ideal setting to shape an entrepreneurial culture among students (Mahlberg, 1996). Thus, universities should take the lead in promoting entrepreneurship when students are taught the way to think and behave like entrepreneurs (Bygrave, 2004). Universities must create an entrepreneurially supportive environment, which could encourage entrepreneurial activities to be carried out among university students (Roffe, 1999). This is supported by Gnyawali and Fogel (1994) who state that universities should contribute in nurturing an entrepreneurial environment as university teaching environments are the most influential factors that affect students’ perceptions towards entrepreneurial career (Autio et al., 1997). Universities must present a positive image on entrepreneurship as a career option to draw students’ attention to entrepreneurship courses (Keat, Selvarajah and Meyer, 2011). Although individuals may have the relevant entrepreneurial knowledge and skills, they might not venture into the field if universities do not promote the positive image of entrepreneurship (Alberti and Sciascia, 2004). Therefore, universities must play an important role in influencing students to get involved in entrepreneurship (Keat, Selvarajah and Meyer, 2011). Thus, it is hypothesised that:



	H8:
	Entrepreneurially supportive environments in the university have a positive influence on students’ entrepreneurial inclination.





RESEARCH METHOD

This study uses a quantitative approach rather than qualitative approach because it attempts to seek empirical support for the hypotheses which are developed from previous literature (Zikmund et al., 2010). The data collected and the results from the study will predict the relationship between the variables that are hypothesised (Higgins, 2009).

Data used in this study were collected using primary source (questionnaire). The questionnaire used in this research was adapted from earlier studies, by Keat, Selvarajah and Meyer (2011), Arifatul Husna et al. (2010), Aziah, Abdul Ghani and Ahmad Tajuddin (2010) and Sandhu, Sidique and Riaz (2011). Questionnaires were distributed to accounting students in three public universities in the Klang Valley. The respondents are accounting students from three public universities in Malaysia, namely, Universiti Putra Malaysia, Universiti Kebangsaan Malaysia and Universiti Malaya. The accounting students answering the questionnaire must be those who have taken the entrepreneurship course. About 600 questionnaires (200 to each university) were distributed to the respondents in all the three universities. However, only 178 questionnaires were returned and were used for the study. The questionnaire consists of three parts. Part A attempts to solicit the respondent’s intention to be an entrepreneur, Part B tries to obtain information about the factors that influence the respondent’s intention to be an entrepreneur, and Part C seeks information on the respondent’s socio-demographic data.

The data were checked for reliability, validity, normality, and multicollinearity. Hierarchical multiple regression analysis and independent t-tests were used to analyse the data.

RESULTS AND DISCUSSIONS

Profile of Respondents

Table 1 presents the demographic characteristics of the respondents in the study. Out of 178 respondents, about 32% of the respondents are males and 68% are females. These statistics reflect the fact that there are more female students in the three universities compared to males. As most of the students enrol for the entrepreneurship course at the later stage of their accounting program, the majority of the respondents (76%) are between the ages of 23–25 years old. In terms of race, 44% of the respondents are Malays, 52% are Chinese and 4% are Indians.

About 44% of the respondents are accounting students from Universiti Putra Malaysia, close to 28% from Universiti Kebangsaan Malaysia and about 29% from Universiti Malaya. All of them have taken entrepreneurship courses and about 65% of them got A+, 26% obtained A–, 6% scored B+ and the balance got B. Close to majority (47%) of the respondents’ family member(s) is (are) involved in businesses.


Table 1: Demographic characteristics



	
	
	N

	Percentage %




	Gender
	Male

	56

	31.5




	
	Female

	120

	68.5




	
	Total

	178

	100




	Age
	21–22

	39

	21.9




	
	23–25

	135

	75.8




	
	Above 26

	4

	2.2




	
	Total

	178

	100




	Race
	Malay

	79

	44.4




	

	Chinese

	92

	51.7




	
	Indian

	7

	3.9




	
	Total

	178

	100




	University
	UPM

	78

	43.8




	

	UKM

	49

	27.5




	
	UM

	51

	28.7




	
	Total

	178

	100




	Grade for entrepreneurship course
	A+

	115

	64.6




	
	A–

	47

	26.4




	
	B+

	10

	5.6




	
	B

	6

	3.4




	
	Total

	178

	100




	Family member(s) involve in business(es)?
	Yes

	84

	47.2




	
	No

	94

	52.8




	
	Total

	178

	100





 

Table 2 shows the mean values and frequency values (in percentage) of the items that represent the entrepreneurship intention of the students. High mean values (>3.5) were obtained for the items indicate that majority of the respondents have high inclination to become entrepreneurs. The percentage of respondents who answered Strongly Agree (SA) and Agree (A) was also more than 55% for all the items and suggest that the respondents have a positive inclination towards entrepreneurship.


Table 2: Entrepreneurial inclination



	Items
	Mean

	% SA and A




	Seriously considered entrepreneurship as highly desirable career option
	3.84
	73.6



	My vision is to become an entrepreneur
	3.80
	75.3



	Have the planning to open a new business
	3.75
	69.6



	Would like someday to start own business
	3.92
	76.9



	Would like to start a business after 5 years of graduation
	3.54
	55.1




Reliability and Validity Tests

The reliability level of the data indicates that the Cronbach’s alpha is 0.75, and acceptable as it is more than the threshold value of 0.70 (Pallant, 2001: 85). The value of Kaiser-Meyer-Olkin for the data is 0.74 which indicates that factor analysis model is appropriate as the value is greater than 0.5 (Field, 2005).

Normality and Multicollinearity

Table 3 reports the descriptive statistics of the variables used in the study. Overall, the data appear to be normally distributed as the skewness and kurtosis values are between ±3.00 (Kline, 2005: 50).


Table 3: Descriptive statistics

[image: art]

Variable definition:
ISTE = Student’s intention to be an entrepreneur; GEN = Gender (Dummy); PSA= Perceived skill and ability; PILA = Personal Independent learning Approach; FIB = Family involvement in business (dummy); FPI = Family and peers’ influence; IOE = Image of entrepreneur; ECC = Entrepreneurial curriculum and content; UNIR = University’s role.


Table 4 presents the pairwise correlation coefficient of all the variables used in the study. The results indicate that there is no multicollinearity problem, as the correlations are below the threshold value of 0.8 (Gujarati, 2003: 359). Except for gender (GEN), the relationship between the dependent variable (ISTE) and the independent variables are significant. The personal attributes such as perceived personal skills, attributes and ability (PSA) and personal independent learning style (PILA) have positive inclination towards entrepreneurship. Family members’ involvements in business and the good image of entrepreneurs also influence the students’ to become entrepreneurs. Entrepreneurship education and the role of universities also appear to have a positive and significant relationship in influencing the students to become entrepreneurs.


Table 4: Correlation matrix
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Notes: *** significant at 1% level; ** significant at 5% level; *significant at 10% level.
Variable definition:
ISTE = Student’s intention to be an entrepreneur; GEN = Gender (Dummy); PSA= Perceived skill and ability; PILA = Personal Independent learning Approach; FIB = Family involvement in business (dummy); FPI = Family and peers’ influence; IOE = Image of entrepreneur; ECC = Entrepreneurial curriculum and content; UNIR = University’s role.

Hierarchical Multiple Regression Analysis

Table 5 presents the regression results of the study. Hierarchical multiple regressions are designed to test the hypotheses where three steps are involved. Demographic and personal attributes are controlled in the first step. The results in Column 2 of Table 5 (Model 1) indicate that the value of the R-squared and adjusted R- Squared are 0.187 and 0.173 respectively with the F value of 13.380 (p < 0.000). After that in the second step, the family influences and image of entrepreneurs are included, and the results in Column 3 of Table 5 (Model 2) indicate a significant change in the R-squared value of 0.122, with the new R-squared and adjusted R- Squared of 0.309 and 0.285 respectively. These results indicate that family and peers as well as the image of entrepreneurs play a meaningful role in explaining the students’ inclination towards entrepreneurship. In the last step, the effect of entrepreneurship education and the role of the university are examined. The results in Column 4 of Table 5 (Model 3) show a significant change of R-squared by 0.041, and report the R squared value and adjusted R-squared value of 0.350 and 0.319 respectively. These results appear to highlight the importance of entrepreneurship education and the role of the university to motivate and influence the students’ intention to be entrepreneurs.

Gender (GEN) is one of the demographic and personal attribute that is examined in this study. In all the three models shown in Table 5, gender is not a significant factor in its relationship with students’ intention to be entrepreneurs. Thus Hypothesis H1 is not supported. The independent t-tests run to examine the relationship between gender and all the independent variables also indicate an insignificant relationship. The results appear to suggest that the gender of a Malaysian student is not an important factor to determine whether he or she would venture into a business.

Other variables that were examined are personal skills, attributes and ability (PSA) and personal independent learning approach (PILA). Both variables are highly significant in all the three models in Table 5. Thus Hypothesis H2 and H3 are supported. Personal skills and the ability of a student play a role in determining his/her success in business, and may influence him/her to start a business. The result indicates that the perceived skills and ability of the respondents is positively significant in influencing students’ intention to be entrepreneurs. This finding is consistent with an earlier study by Arifatul Husna et al. (2010). Detail investigation of the data indicates that 82% of the respondents who want to start a business after graduating perceived that they have creativity skills to attract customers. And 72% of these students believe that they have the necessary social networking skills to help them start businesses.

Other important criteria that the respondents think as important are communication and problem solving skills. About 77% and 66% of those who want to start business after graduating think that their ability to solve problems and persuasion skills will help them in their business operations. In relation to personal independent learning approach, about 75% of the respondents prefer to pursue their own ideas while about 61% prefer to use their own independent learning approach in carrying out entrepreneurship activities.


Table 5: Results of hierarchical multiple regression



	Variables
	Model 1
	Model 2
	Model 3



	INTERCEPT
	1.326***
(3.273)
	0.694
(1.520)
	0.217
(0.458)



	GEN
	–0.049
(–0.530)
	–0.057
(–0.656)
	–0.033
(–0.385)



	PSA
	0.328***
(4.488)
	0.293***
(4.142)
	0.195**
(2.569)



	PILA
	0.337***
(3.260)
	0.255**
(2.484)
	0.182*
(1.774)



	FIB
	
	0.152*
(1.844)
	0.141*
(1.742)



	FPI
	
	0.221***
(2.756)
	0.241***
(3.035)



	IOE
	
	0.457***
(4.712)
	0.347***
(3.436)



	ECC
	
	
	0.260**
(2.473)



	UNIR
	
	
	0.162*
(1.877)



	R-squared
	0.187
	0.309
	0.350



	Adj R-squared
	0.173
	0.285
	0.319



	R squared change
	0.187
	0.122
	0.041



	F-Statistics
	13.380
	12.746
	11.367



	P-value
	0.000000
	0.000000
	0.000000




Notes: *** significant at 1% level; ** significant at 5% level; * significant at 10% level.
Variable definition:
ISTE = Student’s intention to be an entrepreneur; GEN = Gender (Dummy); PSA= Perceived skill and ability; PILA = Personal Independent learning Approach; FIB = Family involvement in business (dummy); FPI = Family and peers’ influence; IOE = Image of entrepreneur; ECC = Entrepreneurial curriculum and content; UNIR = University’s role.

In the second model, family and peers’ influence and image of entrepreneurship are included to examine the impact of these variables on the dependent variable. All the three variables, family involvement in business (FIB), family and peers’ influence (FPI) and image of entrepreneur (IOE) are significant and positively related to students’ inclination towards entrepreneurship. Thus, hypothesis H4, H5 and H6 are supported. As displayed in Table 1, about 47% of the respondents’ family members are involved in businesses. The results in Table 5 suggest that FIB has influenced the students to be more interested in entrepreneurship. This finding supports an earlier study by Keat, Selvarajah and Meyer (2011) who find that mothers’ who are self-employed significantly influence their children’s inclination towards entrepreneurship. Detailed investigation of the data indicates that 82% of the respondents whose family own a business want to start a business too. In order to confirm that, independent t-tests were run to test the family involvement in business on the students’ intention to be entrepreneurs. The results indicate that students whose family has a business hold a high perception of entrepreneurship image and they have a significantly higher mean score for inclination towards entrepreneurship compared to those without family business. In addition, this result is also consistent with another variable FPI which also indicate a positive and significant relationship with the students’ intention to be entrepreneurs at 1% level of confidence.

Results in Table 5 also indicate that image of entrepreneur is positively significant in influencing the students’ intention to be entrepreneurs at 1% level of confidence. An earlier study by Keat, Selvarajah and Meyer (2011) also finds a positive relationship between the variables but it is not significant. Close to 80% of the respondents agree and strongly agree that entrepreneurship is an honourable profession and help to create jobs to stimulate the economy of the country. Most of them (83%) respect people who are involved in entrepreneurship and 94% of them admire those who succeed in their businesses.

Another two variables are included in the third model. The variables are entrepreneurial curriculum and content (ECC), and the role of the university (UNIR). The data in Column 4 of Table 5 indicate that both variables are positively significant in influencing the students’ intention to be entrepreneurs. Thus, hypothesis H7 and H8 are supported. Entrepreneurial curriculum and content appear to positively influence the students’ intention to be entrepreneurs. This finding is consistent with an earlier study by Hamidi, Wennberg and Berglund (2008), and Keat, Selvarajah and Meyer (2011). This result is also reflected in the students’ responses to the questionnaires. Close to 78% of the respondents agree and strongly agree that the entrepreneurship courses offered by the universities develop their entrepreneurship knowledge and skills. They agree and strongly agree that their interest towards entrepreneurship has increased after attending the courses (65%) as they provide a new and different experience (75%). Most of the respondents (87%) like the activities as they learn by doing activities that are close to real-world situations. Apart from that, the activities conducted also help them to improve their presentation and communication skills (75% agree and strongly agree).

Another variable, the role of the university (UNIR) is also important to motivate the students to choose entrepreneurship as their career choice as indicated in Table 5. The role of the university is positively significant in influencing students’ intention to be entrepreneurs at a 5% level of confidence. This finding is consistent with an earlier study by Keat, Selvarajah and Meyer (2011). Close to 70% of the respondents agree and strongly agree that the university is an ideal place to learn about starting a business. However, only 52% of the respondents think that their universities’ infrastructure are in place to support the entrepreneurship activities and more than majority of them (70%) think that more entrepreneurship and educational program should be in place to help them start a business. This indicates that universities must further enhance the infrastructure and the resources that can help the students to run their entrepreneurship activities in the campus, as well as organise more entrepreneurship talks and programs.

CONCLUSION

The main purpose of this study is to examine the factors that influence the accounting students’ intention to be entrepreneurs. The results of the study indicate that personal characteristics, family influence, entrepreneurial curriculum and content and university’s role significantly influence the students’ intention to be entrepreneurs. The significant influence is shown when the variables are added into the equation in the hierarchical multiple regression models. However, gender is not an important factor in influencing the students to choose entrepreneurship as their future career choice. The results appear to suggest that gender of a Malaysian student is not an important factor to determine whether he or she would venture into a business.

As the samples are students, the findings from this study are particularly relevant to entrepreneurship education. The entrepreneurship course offered can be an appropriate avenue to expose and develop the students’ intention to be entrepreneurs. This is where the university should play its role to motivate the students by providing the necessary training and courses to instil more positive attitude of the students towards entrepreneurship. The results from this study would provide information to the universities, curriculum developers and the related ministries in improving the present curriculum and delivery systems. Proper support system and infrastructure as well as the development of managerial competencies must be available and further improved. In addition, this study will also contribute to the current entrepreneurship literature particularly in Malaysia settings.

Future studies should investigate these students’ entrepreneurial intention with their subsequent behaviour, where the same cohorts of students are examined. This longitudinal study could investigate whether their inclination/intention as shown in the results of this study would materialise or not. In-depth interviews on why they pursue or not pursue this career can also be conducted.
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With a growing awareness on the need to provide better care for the environment, there is a greater need to understand the factors that facilitate environmentally-sustainable behaviour among the populace. Various researchers have studied factors influencing investors’ willingness to invest in the past. This study however covers a segment of finance research, specifically behavioural finance as it examines investors’ perceived consumer effectiveness (PCE). Specifically, this study examines the role of investor behaviour on corporate environmental strategies, which is relatively an underexplored field of study. This study contributes to the theme of sustainable development, more precisely, sustainable finance. The study of sustainable finance has become the attention of investors around the world and this study aims to analyse whether this sector of investment (green companies) will interest investors. It is proposed that consumers’ concern towards the environment and perceived consumer effectiveness are significant predictors of investors’ willingness to invest in the shares of environmentally-friendly firms in Malaysia. An understanding of the role of concern for the environment and perceived consumer effectiveness on investors’ willingness to invest in environmentally-friendly firms will be useful to the government and NGOs in the formulation of policies that would encourage investment in firms that are sensitive towards the needs of the environment.

Keywords: investors’ willingness to invest, perceived consumer effectiveness, environmental concern

INTRODUCTION

Studies on the impacts of environmental strategies on economic sustainability are few and far between (Callon, 2009). In relation to this, it of a greater concern that there are very limited studies that measure the influence or effects of corporate environmental strategies on investors’ behaviour. As Hoffmann and Broekhuizen (2010) assert, there is surprisingly a lack of research in the field of investment decision, especially with regard to new investment products. Therefore, there is a need to examine the investors’ perceived consumer effectiveness towards their willingness to invest in companies that are actively involved in environmentally-sustainable or “green” activities. This paper reviews the extant literature and, subsequently, develops the measures for the variables to be investigated.

This study is rooted in the traditions of behavioural finance and will accordingly attempt to examine individual investor behaviour. According to Ritter (2002), behavioural finance can be divided into two categories, which are cognitive psychology and the limits to arbitrage. However, there is very little research on the relationship between corporate environmental strategies and investor behaviour. Although a number of past research on environmental strategies have been conducted in countries such as the USA, the Netherlands, Denmark, Africa and even Malaysia (Reyers, Gouws and Blignaut, 2011; Maxwell et al., 1997), these studies have not attempted to examine the linkage between environmental strategies and financial decisions.

In view of this observation, the variables that will be measured in this paper are concerns for the environment, perceived consumer effectiveness (PCE) and willingness to invest. Although it has been gleaned from the various economic literature, either those that were theoretical or empirical, that there are concerns on the key role of corporate social responsibility (CSR) on investment decisions and firm performance (Tsoutsoura, 2004; Brine, Brown and Hackett, 2007), very few studies have delved into the issue of corporate environmental strategies and investor decision. Hence, this research also attempts to provide a conceptual framework by explaining the linkage between PCE and investors’ willingness to invest, moderated by environmental concern. This paper therefore aims to study the role of PCE in influencing investors’ willingness to invest in environmentally-friendly shares, recognising the fact that environmental concern may act as the moderating variable in the hypothesised relationship. A pilot study will, first, be conducted to determine and confirm the measures that can be used to measure these variables.

Bridging firms’ environmental strategies and investors’ willingness to invest might pose a challenge as there is limited research that specifically examines this link. Additionally, there are also very few research that focuses on the relationship between investor decision and other factors, for example, the money attitude model (Keller and Siegrist, 2005), innovative products (Hoffmann and Broekhuizen, 2010), real estate investment (Shim, Lee and Kim, 2008), and socially-responsible investment (SRI) (Kempf and Osthoff, 2007; Nilsson, 2008; Renneboog, Horst and Zhang, 2008).

Further motivation to conduct this study stems from the scarcity of research on environmental strategies in both developing and developed countries. Moreover, research on the impacts of environmental strategies towards economic sustainability are few and far between (Callon, 2009). More importantly, it is noted that there are hardly any studies that measure corporate environmental strategies towards individual investor behaviour. Thus, the next section of this paper will review the existing literature with an emphasis on the role of PCE in affecting investors’ willingness to invest, moderated by environmental concerns.

LITERATURE REVIEW

In recent years, pressures from stakeholders have triggered firms to take a long, hard look at their approach to the environment, discovering well-formulated environmental strategies that can lead to business advantages, such as better quality, cost reduction, improved company’s image and the opening of new markets (Maxwell et al., 1997). This section will discuss on the ideas that were gathered from previous literature with regard to willingness to invest, PCE and environmental concerns.

Willingness to Invest

Although it is true that individuals invest to increase their wealth, the profitability of a particular investment cannot be ascertained (Lewis, 2001). According to Chandra and Sharma (2010), the fundamental objective of an investor is to obtain good profits from their investment. Kasilingam and Sudha (2010) add that investment behaviour is linked to the individual investor’s act in evaluating, searching, reviewing and acquiring a particular investment product.

Although an investor’s investment decision is an important concept, very few research has been carried out to investigate decisions on the adaptation of new investment products and this lack adds to the risk that investors face as not many are aware about the performance of new investment products (Howcroft, Hamilton and Hewer, 2007). According to Zhou and Pham (2004), past literature on consumer behaviour indicates that consumers pay very little attention on investment decisions. Thus, it is important to look at PCE and its effects towards investors’ willingness to invest.

It has been proven that incomplete financial information often makes it impossible for consumers to accurately estimate their risk and investment returns (Goldstein, Johnson and Sharpe, 2008; Hoffmann and Broekhuizen, 2010). Other researchers state that some investors do not delve much into risk and return, instead they consider issues that go beyond it such as status deliberation and entertainment value (Zhou and Pham, 2004; Dorn and Sengmueller, 2009; Hamilton and Biehal, 2005; Hoffmann and Broekhuizen, 2010). In view of these, Goldstein, Johnson and Sharpe (2008) argue that there is a need to integrate both finance and marketing insights to improve and increase investors’ understanding regarding investment decisions.

Hoffmann and Broekhuizen (2010) had built upon the existing body of finance and marketing literature and examined the sociological and psychological personality traits that influence investors decision to invest in new products. Steenkamp and Gielens (2003) were of the view that the distinctive factor on investment products from tangible products is due to the sociological and psychological traits of consumer innovativeness. A survey conducted by Zoghlami and Matoussi (2009) on investor behaviour in Tunisia had suggested that the five psychological traits that influence Tunisian investor behaviour include conservatism, lack of confidence, precaution, informational inferiority and under opportunism. Based on these reviews, this paper will attempt to look at the perspective of PCE and investors’ willingness to invest, moderated by environmental concerns.

Several researchers have studied investment decisions pertaining to pension plans (Byrne, 2007; Gough and Nurullah, 2009). The findings reveal that younger people believe that pension provisions is their individual responsibility and that they should not solely rely on the available retirement provisions (Gough and Nurullah, 2009). On the other hand, Byrne (2007) observes that many employees have demonstrated a lack of interest towards their personal pension provision. Nevertheless, it was found that those who have received their pension advice are likely to calculate their savings, actively evaluate their portfolio and have a greater knowledge of investment (Byrne, 2007).

Socially-responsible investing (SRI) is deemed as “value-driven” investment advancement where personal and social values are taken into consideration instead of using a purely financial basis to make investment decisions (Derwall, Koedijk and Horst, 2011). According to Lewis (2001), majority of the respondents are willing to accept a 20% loss on returns if their investment is regarded as ethical. Socially-responsible investors are the ones that choose investment products for not-for-profit purposes and avoid unsustainable or “sin” stocks that violate social norms (Derwall, Koedijk and Horst, 2011).

In an earlier categorisation by Statman and Glushkov (2009), these “sin” stocks among others include companies that are associated with alcohol, gambling and tobacco but if applied to the domain of environmentally-responsible investing, this would include companies that have poor environmental records such as unsustainable operations, pollution or high carbon and greenhouse gasses footprint. Conversely, an alternative view of SRI is the “shunned stock hypothesis” in which socially-controversial stocks enjoy better profits as they are shunned by value-driven investors who push the prices of these stocks below those of responsible stocks, while all else remains equal (Pantzalis and Park, 2009). Some investors also have ethically-mixed investment portfolios, where the “unethical” segments of their portfolio are legacy or historical shares which have not been sold (Lewis, 2001).

Statman and Glushkov (2009) opine that there are three alternative hypotheses about the profitability or relative returns that can be amassed when investing. The first hypothesis is “doing good but not well” hypothesis in which the profitability of the stocks of socially-responsible companies are lower than that of conventional companies. Nevertheless, investors are willing to forego some of the profits in exchange for their commitment and role in SRI (Statman and Glushkov, 2009).

The second hypothesis is the “doing good while doing well” hypothesis where the profitability of socially-responsible stocks are better than those of conventional stocks because of the tangible and intangible benefits derived from the socially-responsible company’s investment decisions that bear fruit in the long term (Statman and Glushkov, 2009). For example, a company with high environmental performance might generate higher profits in the long run, even if attaining the high level of environmental performance would require higher costs in the short run.

Finally, the third hypothesis is the “no effect” hypothesis where the profitability of socially-responsible stocks is equal to those of conventional stocks. According to Statman and Glushkov (2009), the “no effect” hypothesis might be true in situations where the company’s actions toward social responsibility are costless to the extent that they amount to no more than words per se or in situations where the benefits of the socially-responsible initiatives are countered by the costs to achieve these initiatives.

A review of the extant literature had identified several issues that raised the question on the determinants affecting investor behaviour (Vyvyan, Ng and Brimble, 2007). As such, this study shall define willingness to invest as a person’s decision on investment that is influenced by various emotional and predictable cognitive biases that swerve them from behaving rationally, relevant in the case of investor’s behaviour in the stock market (Kahneman and Tversky, 1979; Chandra and Sharma, 2010).

Concern towards the environment has been suggested as one of the main reasons for a particular SRI managed fund’s rapid growth (Vyvyan, Ng and Brimble, 2007). However, there is a lack of empirical support for investment decisions in the context of SRI (Vyvyan, Ng and Brimble, 2007) as many of these studies conducted examined the conception of environmental or ethical consumer (Mohr, Webb and Harris, 2001; Rosen, Sandler and Shani, 1991). On the other hand, willingness to invest is an act that involves investors’ behaviour. This paper, thus, proposes the linkage between willingness to invest and PCE, recognising that environmental concern as the moderating variable as illustrated in Figure 1. Both perceived consumer effectiveness and environmental concern shall be discussed in the following sections.
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Figure 1: Conceptual framework.



Perceived Consumer Effectiveness

Perceived consumer effectiveness (PCE) posits that consumers are expected to act on social problems if they consider their action as being capable to resolve problems (Nilsson, 2008). It also explains the appraisal of an individual in the context of the issue, in other words, a person may feel exceptionally concerned about an issue, but still be powerless to act on it (Berger and Corbin, 1992). According to Antil (1984), there are two components that play a role in PCE which are the awareness of the consumer about the existing issue, and the consumer’s trust that their efforts will contribute to a viable solution to resolve the issue. On the other hand, Thogersen (1999) suggested that the PCE concept that captures a person’s perception on the ability to solve social issues is mediated by personal attitude. PCE is also defined as consumers’ self-belief in the capability to improve the environment (Lord and Putrevu, 1998).

Berger and Corbin (1992) describe PCE as a unique and distinct entity as compared to attitude, arguing that PCE can be categorised as a model by itself. For example, a group of individuals who are concerned about the environment but are convinced to believe that others can generate better solutions, or are more concerned than them, are known to have high attitude scores, but low PCE scores. Conversely, another group of individuals who may not be concerned about the environment and deem that without doing anything extra, individual effort is efficient, are expected to have low attitude scores, but high PCE scores (Berger and Corbin, 1992). Hence, attitude refers to a particular issue while PCE refers to a person’s role in solving the issue (Nilsson, 2008).

Recent findings on PCE reveals that it has a strong positive correlation with ecologically-conscious consumer behaviour (Roberts, 1996a; Straughan and Roberts, 1999). Roberts (1996a) has asserted that PCE is by far the most influential variable to explain the variation sample of ecologically-conscious consumer behaviour. By combating environmental destruction, PCE is expected to be the thrust behind ecologically-conscious consumer behaviour (Roberts, 1996a). Other research such as the one by Lord and Putrevu (1998) measure the impact on high and low PCE towards intention to recycle and they found that consumers with high-PCE are more likely to be receptive to negatively-framed messages about the cost of failing to recycle than those who are low in PCE. Webster (1975) further demonstrated that PCE has a strong influence on both socially-conscious consumers and recycling. Even though socially-conscious consumers and recycling had a strong influence in their study, both measures are different. The categorisation of socially-conscious consumers is based on items in a questionnaire while recycling behaviour was based on observation. Thus, it cannot be ascertained that one is a more valid measure than the other.

Research that studies the effects of collectivism, environmental concern and PCE suggests that collectivism influences the flow through PCE and, thus, is statistically significant (Kim and Choi, 2005). In another study on green consumption and sustainable lifestyles, the researchers highlight that even individuals’ who are least environmentally inclined have relatively high scores for PCE (Gilg, Barr and Ford, 2005). Nilsson (2008) who studied pro-social attitude argues that PCE has a significant effect on consumers’ behaviour for SRI. The researcher also concludes that investors who score high on pro-social attitudes regarding SRI and PCE were expected to invest a larger amount of their portfolio in SRI (Nilsson, 2008). Based on the discussion above, the working definition for PCE used in this study is as follows: PCE is the notion that consumers are to act on environmental and social problems if they believe that their actions may assist in overcoming these problems (Nilsson, 2008).

Environmental Concern

Environmental issues have caused great alarm among an increasing number of people all around the world (Schultz, 2001). The world has suffered significant environmental degradation at an alarming rate especially in the recent years which include the thinning or depletion of the ozone layer, loss of available land for agriculture, depletion of natural resources, global warming and acid rain (Ramlogan, 1997; Mainieri et al., 1997). Environmental concern can be described as an assessment or a person’s stance and behaviour towards the environment (Takala, 1991). Fransson and Garling (1999) believe that environmental concern may also be framed either broadly as a general attitude that determines intentions towards the environment, or more specifically as attitude that directly influences the environmental intentions of an individual.

Tikka, Kuitunen and Tynys (2000) contend that growing prominence and public concern over environmental issues and the failure to preserve and conserve our environment is due to the overemphasis placed on other values such as political and socio-economic factors, and the lack of or even absence of attention placed on non-economic values toward the environment. According to Mainieri et al. (1997), people have depended on technology such as alternative or generic resources to resolve environmental dilemmas, rather than changing their own lifestyles and behaviours. However, they believe that consumers should adopt environmental activities such as recycling to achieve a more sustainable environment and/or to prevent further damage to the environment, instead of relying entirely on technology (Mainieri et al., 1997). This view has also been supported by Chukwuma (1998) who found that public awareness is the most significant determinant influencing the environment, not government policy alone.

Previous researchers who studied environmental concern have suggested a somewhat disconnected, broad brushed and weak relationship on environmental measures (Guber, 1996; Bamberg, 2003). However, Bamberg (2003) believes that this is the result of looking at environmental concern as a direct determinant rather than an indirect determinant. In Fujii’s view (2006), an individual’s behavioural intention is not affected by environmental concern.

Several researchers have also studied environmental concern from an ethnic perspective. According to Newell and Green (1997), their study conducted in a large metropolitan city in the south-eastern United States reveal there are indeed significant differences in environmental concern between African Americans and white Americans at lower income and educational levels. However, this environmental concern gap between different races decreases as education level and income rises. Shen and Saijo (2008) who studied on the socio-demographic factors towards environmental concern in Shanghai, found that men are more concerned in relation to the environment than their female counterparts. The study also resulted in findings that contradict the findings of previous research where the older generation are generally more concerned about the environment compared to the younger generation (Shen and Saijo, 2008).

The study of environmental concern found that people who live in highly polluted areas are likely to be more concerned about environmental issues compared to those who live in low polluted areas (Nilsson and Kuller, 2000). However, other studies have indicated that the reduction in the number of cars on the road is unrelated to environmental concern (Fujii, 2006; Nilsson and Kuller, 2000). Fujii (2006) also suggests that a person must also have respect for resources to have pro-environmental behaviour. For the purpose of this study, environmental concern shall be defined as the assessment or a person’s behaviour and attitude towards the environment derived from the work of Takala (1991). Having discussed all the three variables in the study, the following section shall provide an overview of the research method employed for this study.

RESEARCH METHOD

This study uses a quantitative approach to analyse the conceptual framework proposed. It shall begin with the identification of the data sources for the study followed by the measurement of the variables. For the latter, the process to determine the face validity of the measurement constructs shall be explained and presented.

Data Sources

Primary data will be obtained through the personal administration of survey questionnaires that are distributed by hand to respondents. The purpose of using survey questionnaires is to assess the different viewpoints of individual investors’ and to gather investors’ behaviour toward investing in environmentally-friendly shares. The sample for this study would be individual investors who are selected using convenience sampling at several investment firms in Melaka. The results of the pilot study based on the responses of 80 respondents sampled using the convenience sampling method at investment firms in Melaka will be presented in the following sections. The 80 responses for the pilot study is deemed sufficient for the preliminary stages of this research as it is more than the required minimum of 30 respondents from the study population recommended for a pilot study (Johanson and Brooks, 2009).

Measurement

Investors’ willingness to invest in environmentally-friendly shares, perceived concern for the environment and environmental concern are measured using the five-point Likert scale in ascending order with “Strongly disagree” represented by a “1” and “Strongly agree” represented by a “5”. The use of Likert scales to measure how strongly a respondent agrees or disagrees with the questionnaire statement is consistent with the approach adopted in previous studies. The items or constructs for the three variables used in the study as well as the sources from which they are adopted are presented in Table 1.

Face Validity

These three variables had gone through the face validity process where the reviews and comments from six professionals from different finance professions were gathered. These professionals include a personal banker, customer acquisition and merchant support executive, financial planner, securities brokers and senior investment associate. In general, face validity is a good initial step to scrutinise the measures for the study and assists researchers in finding impending flaws before progressing to the more advanced stages of the study (Shuttleworth, 2009).

Face validity is described as a simple form of validity that is evidenced through measuring what is intended to be measured. In actual fact, face validity is not a type of validity in the technical sense. It does not refer to what the test actually measures, but to what extent the test is seen as superficially for the purpose (Burns, 1995/1996). This approach of “common sense” often saves time, stress and resources. Churchill (1979) proposes a widely accepted model in developing marketing construct measures whereby the generated items are tested for face and content validity. According to Schriesheim et al. (1993), face and content validity has been defined vigorously by past researchers, however, there is no clear distinction between these two concepts (Hardesty and Bearden, 2004).

According to Hardesty and Bearden (2004), if initial items or target variables are not face valid, the overall measure cannot be a valid construct of interest. Hence, face validity is necessary in the early stages of measurement development to reflect what the item or construct is intended to measure. However, many researchers often fail to include face validity in their study when they develop items (Hardesty and Bearden, 2004). In view of these reasons, it is appropriate to advise that new, modified and untested items on survey research should undergo the face validity test to provide evidence for the items used (Schriesheim et al., 1993).

Apparently, there is very little literature on the specific rules that can be used to judge the scale items in terms of face validity (Hardesty and Bearden, 2004). As there are very few directions and guidance provided on how to evaluate the scales, we will employ the “complete” decision rule approach (Obermiller and Spangenberg, 1998). According to this approach, one point will be given if the respondent feels the variables are representing the intended meaning. We will then adapt the requirement of Saxe and Weitz (1982), where only items which are 50% and above are retained. At the close of the face validity session, all items had scores exceeding 50% which resulted in all these items being retained for further use in the study.


Table 1: Items/Constructs for the variables



	Variable
	Items/Constructs
	Source(s)



	Willingness to invest
	
W1: Although stock market is unpredictable, I will still invest in stocks.

W2: I would invest a larger sum of money in stocks.

W3: The uncertainty of stock markets will not prevent me from buying stocks.

W4: When I hear the word “stocks“, the term “possible gain” comes to mind immediately.


	Keller and Siegrist (2005: 293).



	Perceived consumer effectiveness (PCE)
	
PCE 1: By investing in SRI every investor can have a positive effect on the environment.

PCE 2: Every person has power to influence social problems by investing in responsible companies.


	Nilsson (2008: 315).



	Perceived consumer effectiveness (PCE)
	
PCE 3: I am willing to invest my money in SRI unit trust as I believe that one person’s acting can make a difference.

PCE 4: It is important for individual consumer to address any pollution matter.


	Nilsson (2008: 315).



	Environmental concern
	
EC 1: I am very concerned about the problem of pollution in general.

EC 2: I am very concerned about air pollution and the problem of ozone depletion.

EC 3: I become angry when I think about the harm caused to life by pollution.

EC 4: When I think of the ways in which firms pollute, I get frustrated and angry.


	Paco and Raposo (2010: 433).
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Figure 2: Stages of face validity adopted for this study.




Table 2: Results of face validity



	Variable
	Items/Constructs
	Results (%)




	Willingness to invest
	W1: Although stock market are unpredictable, I will still invest in stocks.
	100




	W2: I would invest a larger sum of money in stocks.
	100




	W3: The uncertainty of stock markets will not prevent me from buying stocks.
	100




	W4: When I hear the word “stocks“, the term “possible gain” comes to mind immediately.
	83.33




	Perceived consumer effectiveness (PCE)
	PCE 1: By investing in SRI every investor can have a positive effect on the environment.
	83.33




	PCE 2: Every person has power to influence social problems by investing in responsible companies.
	83.33




	PCE 3: I am willing to invest my money in SRI unit trust as I believe that one person’s acting can make a difference.
	100




	PCE 4: It is important for individual consumer to address any pollution matter.
	100




	Environmental concern
	EC 1: I am very concerned about the problem of pollution in general.
	100




	EC 2: I am very concerned about air pollution and the problem of ozone depletion.
	100




	EC 3: I become angry when I think about the harm caused to life by pollution.
	100




	EC 4: When I think of the ways in which firms pollute, I get frustrated and angry.
	100





 

Table 2 shows the results of face validity that was distributed to six finance professionals. As can be seen from the table, all the above items were accepted and were retained as they met the requirement of 50% and above.

Data Analysis Techniques

This study utilised the Statistical Package for Social Sciences (SPSS) to test and analyse the data collected using the Cronbach’s alpha test. Cronbach’s alpha is used in this research to test the reliability coefficient that shows how well the items in a set of questionnaire are positively correlated to one another. According to Sekaran (2010), Cronbach’s alpha is the average intercorrelations among items that measures the concept. Therefore, the higher internal consistency reliability will result in Cronbach’s alpha closer to 1 (Sekaran, 2010). Based on the 80 responses collected for the pilot study, the Cronbach’s alpha for the measures being tested will be calculated and presented.


RESEARCH FINDINGS AND DISCUSSION

As can be seen from Figure 1, PCE is expected to influence investors’ willingness to invest through the moderating role of environmental concern. This study is supported by many past studies (Berger and Corbin, 1992; Lord and Putrevu, 1998; Nilsson, 2008; Fransson and Garling, 1999) on PCE. Berger and Corbin (1992) suggest that PCE is an important construct in explaining the relationship between environmental attitudes and personal consumer behaviours. Lord and Putrevu (1998) find that people with high PCE scores tends to react positively towards recycling activities. Pro-social attitude also proves that PCE have an effect towards consumers’ acting socially responsible on investments (Nilsson, 2008). Fransson and Garling (1999) state that environmental concern refers to an array of attitude determining intentions, or a more specific attitude that influence environmental intentions.


Table 3: Results of pilot study



	Variable
	Cronbach’s alpha

	N of items




	Willingness to invest
	0.819

	4




	Perceived consumer effectiveness (PCE)
	0.795

	4




	Environmental concern
	0.826

	4





 

As can be seen in Table 3, the results from the pilot study show the Cronbach’s alpha of the three variables. As stated earlier, the closer the Cronbach’s alpha is to 1.0, the higher the internal consistency reliability (Sekaran, 2010). Willingness to invest (dependant variable) shows a Cronbach’s alpha of 0.819 with 4 items. On the other hand, PCE (independent variable) has a 0.795 Cronbach’s alpha with 4 items. Lastly, environmental concern (moderating variable) with Cronbach’s alpha of 0.826 and 4 items. Thus, it is deemed that environmental concern can be best suited as a moderating variable bridging PCE and investors’ willingness to invest in environmentally friendly shares. Most of the previous studies on this looked at environmental practices as being the dependent variable. This paper, however, postulates that willingness to invest is influenced by PCE and moderated by environmental concern.

EXPECTED SIGNIFICANCE

This study is expected to be significant both to research and practice as follows.


Significance to Research

As can be seen from past literature, PCE has been studied in various “green” fields, for example PCE and recycling (Lord and Putrevu, 1998), PCE and ecologically-conscious consumer (ECCB) (Roberts, 1996b; Straughan and Roberts, 1999). However, the approach of this paper is relatively new as it examines the linkage between willingness to invest and PCE, with environmental concern as the moderating variable. This paper contributes to the literature on behavioural finance which is an essential aspect as it gives better clarifications to existing research as the variables in existing research is rather isolated. This study also adopted and fine-tuned the measurements for perceived consumer effectiveness, environmental concern and willingness to invest from the perspective of investment in environmentally-friendly shares. Framework adopted in this study acts as an initial platform for other researchers to engage in such research.

Significance to Practice

The development of the measurements for perceived consumer effectiveness, environmental concern and willingness to invest in this study is expected to aid practitioners by providing a means to measure these concepts in an empirical manner. This research is particularly useful for securities brokers as they may adapt and analyse their brokering services and strategies for future improvement. Furthermore, brokers can distinguish the important factors that influence investors’ willingness to invest and guide investors in managing their investment portfolio. Furthermore, this research is believed to be useful to individual investors as they can further refine their portfolio.

CONCLUSION

PCE has shown to have an influence on consumer behaviour as a number of findings have found to correlate with pro-social consumer behaviour (Nilsson, 2008). Indeed, there are studies that link PCE with other factors which postulates that PCE was the major factor influencing consumer behaviour (Roberts, 1996a; Straughan and Roberts, 1999). As supported by Nilsson’s (2008) findings, there is a need to look at the role of PCE environmental friendly shares. In addition to that, environmental concern is recognised as a moderating variable to test the relationship between PCE and investors’ willingness to invest. Thus, if investors are concerned towards the environment, and they support the act of investing in environmentally-friendly shares, then, they will support these firms by investing in their shares.
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This study aims to examine the price that consumers are willing to pay for green products relative to their non-green substitute and the actual price of the products in the market. While the price factor of green products has been investigated in previous studies, the focus has not been on the price that consumers are willing to pay for green products in comparison to non-green substitutes and actual price of the products in the market. In addition, the effects of demographic factors on the price that consumers are willing to pay for green products are also examined here. The study examined three categories of green products i.e. shampoo, light bulb and air-conditioners. The price that the respondents are willing to pay is obtained through a questionnaire. The results show that respondents are willing to pay significantly higher prices for green products relative to the non-green substitutes but the prices are significantly lower than the actual prices in the market across all the three categories of products. Furthermore, only ethnicity and income are found to influence the price consumers are willing to pay for green shampoo. The findings suggest that respondents are willing to pay premium prices for green products but are unlikely to purchase the green products due to the significant difference between the prices they are willing to pay for green products and the actual prices of these products in the market.
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INTRODUCTION

Environmental issues have been a government agenda for more than two decades (International Centre for Genetic Engineering and Biotechnology, 1992) and over the last few years people’s awareness on environmental issues has greatly increased globally through initiatives such as the Copenhagen Climate Summit (Shah, 2009). Malaysia has also committed herself to a range of environmental initiatives by investing significant resources to increase environmental awareness among the citizens (Economic Planning Unit, 2010). Notably, the Prime Minister of Malaysia, Datuk Seri Najib Tun Razak, has made a pledge of a 40% reduction in carbon emissions by 2020 at the Copenhagen Climate Summit in 2009 (Sinnappan, 2010). The implementation of environmental initiatives has always been a challenge to the country in terms of national development and environmental sustainability (Tan and Lau, 2009). As the country is heading to become an industrialised nation (Eltayeb and Zailani, 2009), environmental degradation has occurred and water and air pollution, deforestation, household waste disposal and depletion of non-renewable natural resources becoming issues that ought to be tackled (Tan and Lau, 2009). In Eltayeb and Zailani’s view (2009), corporations are the main culprits of these environmental problems. Hence, both the public and private sectors play a very important role in curbing and solving environmental problems. Ramayah, Lee and Osman (2010) state that the recycling rate in Malaysia is only at around 3% to 5% although nearly 30% of the garbage collected nationwide are, in fact, recyclable. This indicates that not only the government and private sectors are to be blamed as consumers also have a pivotal role to play in tackling environmental issues in Malaysia.

Environmental initiatives and policies have been implemented and proposed by the government to solve the concerns mentioned earlier. The Ministry of Energy, Green Technology and Water was a new government ministry established in 2009 to focus on the development of green technology in pursuit of sustainable development in Malaysia (Sinnappan and Azmawani, 2011). Among the key initiatives of the ministry was the formulation of the National Green Technology Policy. This policy focuses on four main segments of the nation from an environmentally sustainable perspective. These four segments include the provision of better quality of life for the Malaysian society, ensuring energy independence and usage efficiency, minimising the negative impacts of technology on the environment and to improve the nation’s economy through the use of green technologies (Sinnappan, 2010). The role played by the Ministry of Energy, Green Technology and Water is further supported by the other ministries. For instance, it works closely with the Ministry of Transport and the Ministry of International Trade and Industry to develop hybrid technology vehicles (Jeong, 2010). The Ministry of Education also plays a role by introducing environmental programmes in educational institutions to promote environmental awareness among the younger generations (Tan and Lau, 2009). Such programmes are crucial to create a positive relationship between environmental knowledge and attitude (Bradley, Waliczek and Zajicek, 1999; Tan and Lau, 2009). The government is aware that such information must be made available to the young so that they will become more environment-conscious and sensitive to the well-being of the environment.

The private sector in Malaysia also has a key role to play in supporting the government’s initiatives on environmental issues and accordingly, Nabsiah, Rahbar and Tan (2011) assert that corporate organisations must produce environmentally-friendly products that do not damage the environment. Indeed, many companies have taken the responsibility to play a bigger role in our quest to safeguard our environment. For instance, Panasonic Malaysia introduced the inverter technology in its electronic appliances that consumes lesser energy than its conventional counterpart. This has assisted the nation in promoting green awareness and the use of environmentally friendly solutions in society (Jeong, 2010).

Nevertheless, there is a greater need for manufacturers to adopt more environmental-friendly or green operation approaches to support the government’s initiative to reduce carbon emissions. On the whole, it is likely that manufacturers take more environmentally-friendly approaches via the development of new technology that gives them the competitive edge or regard them as part of their corporate social responsibility (CSR) initiative, besides complying with the regulations. Businesses may also use green initiatives and features in their products and services to differentiate themselves from competitors albeit at a higher sales price. In addition, firms that adopt environmentally-friendly approaches can reduce the cost of operating in the long run because going green is the way to reduce wastage by reusing resources (Ganesan, 2010). For example, energy saving bulbs saves up to 75% electricity cost as compared to the conventional incandescent light bulbs (Boyes, 2008). Adopting green approaches in production require investment in various areas such as research and development, new infrastructure and equipment, and operational expenditure in auditing. Hence, production costs will increase which will raise the price structure of these products. Studies have shown that an increasing number of consumers support the use of green products and are, thus, willing to pay a premium price for them (Bang et al., 2000; Laroche, Bergeron and Barbaro-Forleo, 2001; Yuhanis, 2004; Tsen et al., 2006; Hamzaoui-Essoussi and Linton, 2010). With the increasing demand for society and businesses to be responsible in protecting the environment, a direct response on an individuals’ intention to purchase green products will expose the threat of socially desirable responses (Grunert and Rohme, 1992). A socially desirable response is a response that is accepted and desired in a community based on its cultural norms and values (Steenkamp, Jong and Baumgartner, 2009).

Existing studies on the marketing of green products focus heavily on the consumers’ intention to buy green products (e.g. Minton and Rose, 1997; Kim and Choi, 2005; Gan et al., 2008; Tan and Lau, 2010). Although previous studies (Mandese, 1991; Laroche, Bergeron and Barbaro-Forleo, 2001) have argued that consumers are willing to pay a premium price for green products, the actual price that the consumers are willing to pay remains unknown. In addition, the quantity and frequency of purchase would influence the consumers’ sensitivity towards the price of the products (Krishnamurthi and Raj, 1991). Thus, this study examines the price that consumers are willing to pay for green products as an indication of their willingness to purchase as price is one of the most important components in marketing and consumer purchasing decisions (Lichtenstein, Ridgway and Netemeyer, 1993). This study also compares the price consumers are willing to pay for them in comparison to the actual price of the products in the market. This would hopefully be able to minimise the complications arising from respondents providing socially desirable responses as their willingness to pay price premium for green products are measured indirectly.

LITERATURE REVIEW

Widespread global environmental degradation has led to public concern over the last two decades (Shukri and Muhamad Lukhman, 2007). Developing countries such as Malaysia face a huge challenge to balance between development and environmental sustainability (Tan and Lau, 2010). The 21st century is touted as the century of the environment which makes it necessary for businesses to keep up with the trend to produce environmentally-friendly products and incorporate better technologies in response to society’s needs (Hadyn, 2005). In line with this, the Malaysian government has given full support in protecting the environment by enacting the Environmental Quality Act 1974 and the establishment of a new Ministry of Energy, Green Technology and Water to cater to the rising need of green technology towards sustainable development in Malaysia (Sinnappan and Azmawani, 2011).

Green Products and Consumers’ Willingness to Pay

Terms such as environmentally friendly products, ecological products and green products, which can be used interchangeably (Tan and Lau, 2010) refer to products that have lesser impact on the environment and/or can be recycled or conserved (Shamdasani, Chon-Lin and Richmond, 1993). Green products also refer to products that use less packaging non-toxic materials to reduce pollution levels (Elkington and Makower, 1988; Wasik, 1996; Tan and Lau, 2010). Fotopoulos and Athanassios (2002) describe environmentally friendly products as products that are related to improvement in health and quality of life. Although the quality attributes of green products are largely unobservable, hence making them credence goods, they are effectively being marketed to address the consumers’ concerns on the safety of these products (Loureiro, McCluskey and Mittelhammer, 2002). This enables the needs and wants of the consumers to be satisfied at the same time reducing its impact on the environment (Adcock, 2000). Hence, marketers usually sell such products at a higher price compared to conventional products (Yuhanis, 2004).


Values, beliefs/knowledge, needs and motivations, attitudes and demographics have often driven consumer choices with regard to decisions to purchase environmental friendly products (Bui, 2005). However, there have been very few studies on green-products purchasing behaviour (Tanner and Kast, 2003; Lee, 2008; Cheah, 2009). A few Malaysian researchers have conducted studies that predict one’s intention to purchase green products such as Lee (2008), Rashid (2009), Iman Khalid and Yuserrie (2011), Sinnappan and Azmawani (2011) and Ooi, Kwek and Tan (2012). Findings indicate that two factors play a role in influencing purchase intention and purchase decision which are the attitude of others and unexpected situational factors. For example, the consumer may form a purchase intention based on factors such as expected price (Iman Khalid and Yuserrie, 2011). In light of this, to what extent are consumers willing to pay for these environmentally friendly products? The term “willingness to pay” is defined by the Organization for Economic Cooperation and Development (OECD) as “the stated price that an individual would accept to pay for avoiding the loss or the diminution of an environmental service” (Organization for Economic Cooperation and Development [OECD], 2010).

Green Products Pricing and Consumers’ Willingness to Pay for Green Products

In marketing, price is the “sum of all the values that customers give up in order to gain the benefits of having or using a product or service” (Kotler and Armstrong, 2007: 266). Price also refers to the amount of economic outlay that a consumer must sacrifice in order to make a purchase or transaction (Lichtenstein, Ridgway and Netemeyer, 1993). Yet another definition provided by Nagle and Holden (2002) is that price refers to the monetary value which the buyer must give to a seller as a part of a purchase agreement.

The motivating factors such as price, quality and availability (Zeithaml, 1988; Wasik, 1992; Stanton, Etzel, and Walker, 1994) must be satisfied in customers’ purchase decision process (Howard and Sheth, 1969; Wasik, 1992). Their purchasing decision will be driven by the availability or quality of the product if the price of the product is not satisfactory enough to lead to a purchase (Nisel, 2001). Hence, it can be safely concluded that price plays an important role in the consumer purchase decision-making process (Smith and Carsky, 1996; Kenesei and Todd, 2003) and acts as the primary purchasing motivator (Holden and Nagle, 1998).

Similarly, D’Souza, Taghian and Lamb (2005) also argue that price, besides quality, is an important determinant in the consumers’ product selection process. Since price is the antecedent of green purchases, businesses that are pursuing green products should avoid practising premium pricing strategy (D’Souza, Taghian and Lamb, 2005). According to Holden and Nagle (1998), price is a weapon for businesses in their competition with each other to gain more sales and a greater market share.

In relation to this, various studies have been conducted to gauge the willingness of consumers to pay for green products. Evidence suggests that consumers are willing to pay a relatively higher price for various green products (Johnston et al., 2001; Roe et al., 2001; Cason and Gangadharan, 2002; Loureiro and Hine, 2002; Loureiro, McCluskey and Mittelhammer, 2002; Moon et al., 2002; Bjørner, Hansen and Russell, 2004; Shen, 2012). However, Nisel (2001) and Hopkins and Roche (2009) found that price is an insignificant determiner in the purchase decision of the consumers.

Another important concept in purchasing decisions is price sensitivity, which can be defined as the “response of an individual to the amount of money asked or paid for a good or service,” (Clausen, 2005: 2). Customers normally fall into two categories, the moderate usage customers who are less sensitive to price, and the intensive usage customers who are more sensitive to price (Munnukka, 2005). For price-sensitive consumers, changes in the price will lead to changes in their buying behaviour (Clausen, 2005) and Monroe (1990) claims that consumers with high price-sensitivity are not willing to pay a “price premium” for products and services. Price premium refers to the excess prices over and above the “fair” price, which reflects the “true” value of the product (Rao and Bergen, 1992; Vlosky, Ozanne and Fontenot, 1999). Naturally, most consumers want high quality products at the lowest possible price (Holden and Nagle, 1998) and Mandese (1991) claims that green consumers have high price-sensitivity when they make purchase decisions on environmentally-friendly products.

Nisel (2001) indicates that the main determinant for consumers’ purchase decision is low price. While Yuhanis (2004) claims that not many consumers are willing to pay premium price for green products, a significant number of studies have found that the level of willingness to pay more for environmentally-friendly products is generally high, with Kapelianis and Strachan (1996) observing that more than 82% of their research respondents were interested in paying for green goods at a premium. This outcome is echoed by Bhate and Lawler (1997), Ozanne and Smith (1997), Roozen (1997), Chan (1999), Nimon and Beghin (1999), Vlosky, Ozanne and Fontenot (1999), Johnston et al. (2001), Krystallis, Arvanitoyannis and Kapirti (2003), Sanjuan et al. (2003), Donovan (2004), Yuhanis (2004), and Barber, Taylor and Strick (2009) among others.

Other researchers have taken a step further to investigate the amount consumers are willing to pay for green products. Among some of these researchers, Saphores et al. (2007) found an average willingness to pay a premium of 1% for green electronics; Drozdenko, Jensen and Coelho (2011) discovered that their sample of homeowners are willing to pay a 9.5% premium for a green music player; Loureiro, McCluskey and Mittelhammer (2002) state that consumers were willing to pay a 5% premium for eco-certified apples and Gil, Garcia and Sanchez (2000) found that consumers are willing to pay premiums ranging from 8% to 25% for different types of organic food. Meyers and Gerstman (2007) reported that consumers are willing to pay 5% more for environmentally sound package product. Other researchers that have similar findings are Jensen et al. (2003), Krystallis and Chryssohoidis (2005), Aguilar and Vlosky (2007) and Barber, Taylor and Strick (2009).

Past studies indicate that consumers are generally willing to pay a premium price for green products, but the amount that they are willing to pay will vary according to product category and other factors such as potential savings resulting from the purchase, perceived benefits and perceived functionality of the products (Hopkins and Roche, 2009; Hamzaoui-Essoussi and Linton, 2010; Drozdenko, Jensen and Coelho, 2011). A study by the Boston Consulting Group reviewed that different categories of products command different premiums in the market (Hopkins and Roche, 2009). Jay (1990) concluded that green marketers targeting green consumers must be able to balance between the setting of green products prices with consumers’ cost sensitivity and their willingness to pay for environmental safety.

Although price is one of the most important components in the capitalist market system (Lichtenstein, Ridgway and Netemeyer, 1993), but there are very few studies that looks at the level of price that consumers are willing to pay more for the green products especially in Malaysia (Yuhanis, 2004). As such, this study will attempt to narrow this gap and also to obtain the price differences between the prices that consumers are willing to pay with the actual prices of the green products in the market in Malaysia.

RESEARCH METHODS

This study uses the questionnaire survey method for data collection. The respondents are required to indicate the prices they are willing to pay for the green products as shown in the questionnaire. The products are shampoo, light bulb and air-conditioner. The products were selected based on a preliminary study of 30 respondents on their most familiar consumable products, low-price non-consumable product and high price non-consumable product. The most mentioned product from each category was then selected. For each category, a non-green product with its features and description, and quoted price will be used as a point of reference for the respondents to make their decision. Then, the products with green features are shown in the questionnaire. The respondents are required to provide the prices they are willing to pay for the green products in all the three categories. Apart from the additional green features in the green products, the features of the green and non-green products that are provided to the respondents are identical.


The additional green features for green shampoo include the use of biodegradable materials for packaging and absence of harmful chemicals. For the light bulb, the life span, electricity consumption, carbon dioxide and heat emission of both incandescent light bulb (non-green) and compact fluorescent lamp (CFL) (green) are shown while the additional green feature in the air-conditioner is the use of environmentally friendly material in its design.

The respondents of the study were identified using non-probability sampling. The respondents were approached on a face-to-face basis in some public areas such as wet markets, government offices and temples and through personal contacts in the state of Melaka, Malaysia. There were 304 sets of usable questionnaires were successfully collected. The results of the analysis are presented in next section.

FINDINGS

The results of the statistical analysis of the data are displayed in Tables 1, 2 and 3. Table 1 shows the demographic information of the respondents who participated in this study. Based on the frequency analysis, it can be seen that 58.1% of the respondents are females. The ethnic composition indicates that Malay and Chinese respondents make up 40.8% and 35.5% respectively. In terms of age group distribution, 32.9% are between 31 and 40 years, 29.9% below 30 years, 21.4% between 41 and 50 years while another 15.8% are more than 50. In term of the respondents’ educational level, 65.3% of the respondents have attended tertiary level of education. The information on monthly income shows that 46% have a monthly income of between RM1,001 and RM3000, 35.5% have a monthly income that is higher than RM3,001 while the remaining 18.5% earn RM1,000 and below per month.

The results in Table 2 show the sources of information where the respondents learn about green products. Most of the respondents obtain such information from the mass media (61.2%), followed by advertisements (54.6%). Only 16.8% of the respondents claim that they heard about green products information from their family members.

The results in Table 3 show the mean and standard deviation of the prices that the respondents are willing to pay for each category of green products and the significant difference of the prices they are willing to pay for them relative to the non-green substitutes and the actual price of the green products in the market.

For shampoo, the price for the non-green reference given in the questionnaire is RM19.80. The mean for the price that the respondents are willing to pay for the green shampoo with identical features apart from the pro-environmental ingredients is RM20.38 with a standard deviation of 4.23. The one-sample t-test shows that the respondents are willing to pay significantly higher price for the green shampoo relative to the conventional shampoo (t = 2.421; p < 0.05). Nonetheless, the price that the respondents are willing to pay for green shampoo is lower than the market price of the green shampoo of RM25.90 with t-value of –22.725 (p < 0.05). This concludes that the respondents are willing to pay a higher price for the green shampoo but the price they are willing to pay is still below the market selling price of the product.

A similar kind of results can be observed for the air-conditioner and light bulb. The mean of the price that the consumers are willing to pay for the air-conditioner with additional green features is RM811.91 (standard deviation = 294.13), relative to RM698.00 for the non-green substitute and RM989.00 for the actual price of the green air-conditioners in the market. The results of one-sample t-test show that the price that the respondents are willing to pay for the green air-conditioner is significantly higher than the non-green reference given in the questionnaire (t = 6.753; p < 0.05) and the actual price of the green air-conditioner in the market (t = –10.498; p < 0.05).


Table 1: Demographic profile of the respondents



	
	Variable
	Frequency

	Percentage




	Gender
	Male
	127

	41.8




	
	Female
	177

	58.2




	Ethnicity
	Malay
	124

	40.8




	
	Chinese
	108

	35.5




	
	Indian
	69

	22.7




	
	Others
	3

	1.0




	Age group
	30 and below
	91

	29.9




	
	31–40
	100

	32.9




	
	41–50
	65

	21.4




	
	51 and above
	48

	15.8




	Education level
	None, primary and secondary
	105

	34.7




	
	Tertiary
	198

	65.3




	Monthly income
	RM1,000 and below
	56

	18.5




	
	RM1,001–RM3,000
	139

	46.0




	
	RM3,001 and above
	107

	35.5






Table 2: Sources of green products information



	Sources
	Frequency

	Percentage




	Mass media
	186

	61.2




	Friends
	118

	38.8




	Family
	51

	16.8




	Advertisements
	166

	54.6






Table 3: One-sample t-test for the prices that the respondents are willing to pay for green products compared to the non-green substitutes and market prices

[image: art]

The price of the incandescent light bulb given in the questionnaire is RM2.50. The mean of the price that the respondents are willing to pay for the compact fluorescent lamp (CFL) is RM5.67 (standard deviation of 3.55). The actual price for CFL in the market is RM23.90. The results of one-sample t-test show that mean of the price that the respondents are willing to pay for CFL is significant higher than the price of the Incandescent light bulb given in the questionnaire (t = 15.440; p < 0.05). Nonetheless, similar to the shampoo and air-conditioner, the price the respondents are willing to pay for CFL is significant lower than its market price (t = –88.667; p < 0.05).


In addition to testing the price that the respondents are willing to pay for the green products relative to the non-green substitutes and their actual price, this study examined the impact of demographic factors (gender, ethnicity, age, educational level and income) on the price that the respondents are willing to pay. The age group of the respondents are recoded into three groups, namely 30 years old and below, 31 to 40 years old and 41 years old and above while the monthly income is recoded into two groups –RM3,000 and below, and above RM3,000. The results of independent sample t-test (for gender, educational level and income) and one-way ANOVA (for ethnicity and age) are presented in Table 4 (shampoo), Table 5 (CFL) and Table 6 (air-conditioner).

Table 4 presents the results of the effect of demographic factors on price that the respondents are willing to pay for green shampoo. The results indicate that only ethnicity (F = 6.854; p < 0.05) and income (t = –2.225; p < 0.05) have a significant impact on the price that the respondents are willing to pay for green shampoo. The Malay respondents are found to be willing to pay a significantly lower price for green shampoo (mean = 19.32; standard deviation = 4.28) relative to Chinese (mean = 21.02; standard deviation = 3.93) and Indian respondents (mean = 21.26; standard deviation = 4.29). No significant difference can be seen between Chinese and Indian respondents in the price they are willing to pay for green shampoo. On the other hand, the result of independent sample t-test reveals a significant different between respondents with income RM3,000 and below and above RM3,000 in the price they are willing to pay for green shampoo (t = –2.225; p < 0.05). Respondents with a monthly income of RM3,000 and below are willing to pay RM19.99 on average (standard deviation = 4.39) for green shampoo compared to RM21.10 (standard deviation = 3.85) by the respondents with a monthly income of above RM3,000. Thus, the higher income group is willing to pay significant higher price for green shampoo. Based on the analyses, it can be concluded that gender, age and educational levels have no effect on the price that the respondents are willing to pay for green shampoo.

The results of the impact of demographic factors on the price that respondents are willing to pay for CFL are shown in Table 5. The results show that gender, ethnicity, age, educational level and income have no significant effect on the price that the respondents are willing to pay for CFL.

Similar to the results of the effect of demographic factors on the price the respondents are willing to pay for CFL, demographic factors of the respondents are not found to have any significant impact on the price respondents are willing to pay for air-conditioners with green features. The results of the independent samples t-test and one-way ANOVA are presented in Table 6.


Table 4: The effect of demographic factors on the price respondents are willing to pay for green shampoo



	Variable
	N

	Mean

	Std. Dev.

	t-/F-value

	Sig.




	Gender

	
	
	
	1.019

	0.309




	Male

	127

	20.68

	3.72

	
	



	Female

	177

	20.18

	4.56

	
	



	Ethnicity

	
	
	
	6.854

	0.001




	Malay

	124

	19.32

	4.28

	
	



	Chinese

	108

	21.02

	3.93

	
	



	Indian

	69

	21.26

	4.29

	
	



	Age

	
	
	
	0.356

	0.701




	30 and below

	91

	20.66

	4.48

	
	



	31 to 40

	100

	20.40

	3.79

	
	



	41 and above

	113

	4.41

	0.41

	
	



	Educational level

	
	
	
	–1.779

	0.076




	None, primary and secondary

	105

	19.80

	4.43

	
	



	Tertiary

	199

	20.70

	4.10

	
	



	Income

	
	
	
	–2.225

	0.027




	Below RM3,000

	195

	19.99

	4.39

	
	



	RM3,000 and above

	109

	21.10

	3.85

	
	





Table 5: The effect of demographic factors on the price the respondents are willing to pay for compact fluorescent lamp (CFL)



	Variable
	N

	Mean

	Std. Dev.

	t- / F-value

	Sig.




	Gender

	
	
	
	0.986

	0.325




	Male

	127

	5.91

	3.93

	
	



	Female

	177

	5.50

	3.25

	
	



	Ethnicity

	
	
	
	0.555

	0.575




	Malay

	122

	5.45

	3.46

	
	



	Chinese

	108

	5.94

	3.34

	
	



	Indian

	66

	5.48

	3.56

	
	



	Age

	
	
	
	1.382

	0.250




	30 and below

	91

	5.47

	3.33

	
	



	31 to 40

	98

	6.16

	4.34

	
	



	41 and above

	110

	5.41

	2.88

	
	



	Education level

	
	
	
	–0.829

	0.408




	None, primary and secondary

	102

	5.45

	3.04

	
	



	Tertiary

	197

	5.79

	3.80

	
	



	Income

	
	
	
	–1.403

	0.143




	Below RM3,000

	191

	5.45

	3.32

	
	



	RM3,001 and above

	109

	6.07

	3.92

	
	





Table 6: The effect of demographic factors on the price the respondents are willing to pay for green air-conditioner



	Variable
	N

	Mean

	Std. Dev.

	t-/F-value

	Sig.




	Gender

	
	
	
	–0.658

	0.511




	Male

	127

	798.80

	156.37

	
	



	Female

	177

	821.32

	362.24

	
	



	Ethnicity

	
	
	
	0.831

	0.437




	Malay

	124

	790.05

	141.91

	
	



	Chinese

	108

	812.94

	214.54

	
	



	Indian

	69

	847.20

	523.42

	
	



	Age

	
	
	
	2.060

	0.129




	30 and below

	91

	863.14

	495.63

	
	



	31 to 40

	100

	798.35

	117.19

	
	



	41 and above

	113

	782.66

	146.11

	
	



	Education level

	
	
	
	–0.988

	0.324




	None, primary and secondary

	105

	788.96

	116.24

	
	



	Tertiary

	199

	824.02

	342.71

	
	



	Income

	
	
	
	–0.794

	0.428




	Below RM3,000

	195

	801.89

	193.05

	
	



	RM3,001 and above

	109

	829.83

	418.64

	
	





DISCUSSION

The statistical findings indicate that respondents are willing to pay a higher price for green products in comparison to non-green substitutes. The findings reinforce the findings of the studies conducted by Roozen (1997), Chan (1999), Nimon and Beghin (1999), Vlosky, Ozanne and Fontenot (1999), Johnston et al. (2001), Krystallis, Arvanitoyannis and Kapirti (2003), Sanjuan et al. (2003), Donovan (2004), Yuhanis (2004) and Barber, Taylor and Strick (2009). However, the findings also suggest that the price that the respondents are willing to pay for green products is much lower relative to the actual price of the products in the market. The findings imply that the respondents might claim that they are willing to pay higher prices to buy green products but the actual purchasing behaviour is unlikely as the price that they are willing to pay for the items is much lower compared to their actual price in the market.

The findings could be the genesis of further problems in research that looks solely at the consumers’ intention to purchase green products and whether they are willing to pay premium price for them. Both the intention to purchase and willingness to pay could have been overstated unless the actual price that the respondents are willing to pay is taken into consideration.

On the other hand, the findings reveal that demographic factors have minimal impact on the price that the respondents are willing to pay for the products. Only ethnicity and income are found to affect the price that the respondents are willing to pay for green shampoo; with the Chinese and Indian respondents willing to pay more than the Malay respondents and the respondents with higher income are willing to pay more than those with lower income. Cultural and religious concerns of the Malays may play a role in their willingness to pay more for the shampoo. In addition, many may prefer to buy shampoos that are certified as halal. Income on the other hand would play a role as those from the higher income bracket would have more disposable income that would in turn allow them to spend more on these green products.

MANAGERIAL IMPLICATIONS

Based on the findings of this study, the producers of green products are advised to reconsider the price they set for their products. The findings indicate that consumers are willing to pay higher prices for green products but the price that they are willing to pay is much lower compared to the market prices. Hence, price adjustments could lead to a significant boost in the sales of these items. Bigger sales is expected to lower production costs based on the effect of economic of scale as the market demand would be much higher, and there will be more production leading to lower production costs.


Besides, policy makers can also assist the green products segment in terms of costing. The government’s move to provide rebates to consumers who purchase green electrical products in Malaysia (Ministry of Energy, Green Technology and Water, 2011) encourages Malaysians to adopt green products. Nonetheless, in the long run, policy makers should focus on assisting the green product producers to adopt technologies and best practices for greater efficiency that will lower the production cost. This will enable the green products to be sold at lower prices in the market.

CONCLUSIONS

The findings suggest that Malaysians are willing to pay higher prices for green products but the price they are willing to pay is relatively lower to the market prices. Similar findings are observed across the three different categories of products in the study, namely shampoo, light bulb and air-conditioner. Hence, this casts doubts on the actual purchasing behaviour of consumers on green products. In addition, the study reveals that demographic factors have a minimal impact on the price that consumers are willing to pay for green products. This also puts a doubt on the market segmentation strategy that is based on the demographic factors of the consumers.
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